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(optional)
Policies, processes, procedures, and practices across the organization Publishing Cybersecurity Mechanisms exist to establish, maintain and disseminate
GOVERN 1.0 N/A related to the mapping, measuring, and managing of Al risks are in place, Functional | intersectswith | & Data Protection GOV-02 | cybersecurity & data protection policies, standards and procedures. 8
and froctivel D
Artificial Intelligence (Al) Mechanisms exist to ensure policies, processes, procedures and

Policies, processes, procedures, and practices across the organization N N > y o
& Autonomous practices related to the mapping, measuring and managing of Artificial

GOVERN 1.0 N/A related to the mapping, measuring, and managing of Al risks arein place, | Functional | subsetof ‘ AAT-01 10
¥ ' Technologies (A and (AAT)-related risks are
transparent, and implemented effectively. ! :
inplace. and frectivel
Policies, processes, procedures, and practices across the organization Standardized Operatin Mechanisms exist to identify and document Standardized Operating
GOVERN 1.0 N/A related to the mapping, measuring, and managing of Al isks are nplace, | Functional |intersects with | =0 SR 000N €| ops-or.1 (SOP), or similar ion, to enable the proper 8
and frectivel execution of day-to-day / assigned tasks.
A& Autonomous Mechanisms exist to identify, understand, document and manage
Legal and regulatory requirements involving Al are understood, managed, Related tatutory and regulat irements for Artificial
GOVERN 11 WA gal and regulatory requi involving Al are u g Functional | ntersects with : 011 statutory and regulatory requirements for Artificial s
and documented. Legal Requirements (Al) and (AAT).
Definition
Legal and regulatory requirements involving Al are understood, managed Stakeholder Mechanisms exist to identify and involve pertinent stakeholders of
GOVERN 1.1 N/A e € »managed | Functional | intersectswith | Identification & AST-01.2|critical systems, applications and services to support the ongoing 5
. secure of those assets.
Legal and regulatory requirements involving Al are understood, managed, Statutory, Regulatory & Mechanisms existto facilitate the identification and implementation of
GOVERN 1.1 N/A © gulatory € »managed 1 Functional | subset of Y. Regulatory CPL01 |relevant statutory, regulatory and contractual controls. 10
and documented. Contractual Compliance
Legal and regulatory requirements involving Al are understood, managed Mechanisms exist to document and validate the scope of cybersecurity
GOVERN 1.1 N/A s € " ManaBed | Functional | intersectswith |  Compliance Scope | CPL-01.2 |& data privacy controls that are determined to meet statutory, 5
- regulatory and/or
o charactarietics of trustworthy Al are integrated into organzational Publishing Cybersecurity Mechanisms exist to establish, maintain and disseminate
GOVERN 1.2 N/A : Y © & Functional | intersectswith | & Data Protection GOV-02  |cybersecurity & data protection policies, standards and procedures. 8
policies, processes, procedures, and practices. -
Mechanisms exist to ensure Artificial Intelligence (Al) and Autonomous
o charactaristics of trustworthy Al are integrated into organizational Trustworthy Al & Technologies (AAT) are designed to be reliable, safe, fair, secure,
GOVERN 1.2 N/A ! Y © & Functional | intersects with Autonomous AAT-01.2 |resilient, and datap hanced to 5
policies, processes, procedures, and practices. sitien ? "
Technologies minimize emergent properties or unintended consequences.
Mechanisms exist to facilitate the implementation of industry-
COVERN 1.2 WA The characteristics of trustworthy Al are integrated into organizational runctional | subsator Secure Engineering SEag1 | ecoBnized cybersecurity & data privacy practices in the specification, 0
policies, processes, procedures, and practices. Principles design, and of systems and
services.
t e 1L the lizati i
The characteristics of trustworthy Al are integrated into organizational Centralized Management Zxr‘\z . of g & data privacy
GOVERN 1.2 N/A Y e B Functional | intersects with | of Cybersecurity & Data | SEA-01.1 privacy 5
policies, processes, procedures, and practices. controls and related processes.
Privacy Controls
COvERN 12 A The characteristics of trustworthy Al are integrated into organizational Functional | intorsectewith|  Operations Security | Ops.01 | eonanisms exist o facilitate the implementation of operational .
policies, and practices. security controls.
Mechanisms exist to identify and document Standardized Operating
The characteristics of trustworthy Al are integrated into organizational Standardized Operatin
GOVERN 1.2 N/A § 1ot ustworthy Al are integrated into organizati Functional | intersects with zed Operating | ops 911 (SOP), or similar ion, to enable the proper 8
policies, processes, procedures, and practices. Procedures (SOP)
execution of day-to-day / assigned tasks.
The characteristics of trustworthy Al are integrated into organizational Technology Development Mechanisms existto facilitate the implementation of tailored
GOVERN 1.2 N/A ! Y e & Functional |  subset of 8y Deve TDA-01  |development and acquisition strategies, contract tools and 10
policies, processes, procedures, and practices. &Acquisition
methods to meet unique business needs.
exist to design and product

processes to proactively govern the design, development and
production of products and/or services across the System
The characteristics of trustworthy Al are integrated into organizational Development Life Cycle (SDLC) to:
GOVERN 1.2 N/A Functional | intersects with | Product Management | TDA-01.1 (1) Improve functionality; 5

policies, processes, procedures, and practices. 5 .

(2) Enhance security and resiliency capabilities;

(3) Correct security deficiencies; and
(4) Conform with applicable statutory, regulatory and/or contractual

Processes, procedures, and practices are in place to determine the needed Publishing Cybersecurity Mechanisms exist to establish, maintain and disseminate
GOVERN 1.3 N/A Level of risk management activities based on the organization’s risk Functional | intersectswith | & Data Protection GOV-02  |eybersecurity & data protection policies, standards and procedures. 8
tolerance. D
Processes, procedures, and practices are in place to determine the needed Assigned Cybersecurity & Meehanisms exist to assign one or more qualified individuals with the
GOVERN 1.3 N/A level of risk management activities based on the organization’s risk Functional | intersects with Data Protection GOv-04 | Mission and resources to centrally-manage, coordinate, develop, 5
implement and maintain an enterprise-wide cybersecurity & data
tolerance. Responsibilities
orotection program.
i exist to enforce an ility structure so that
Processes, procedures, and practices are in place to determine the needed Stakeholder teams and are and
GOVERN 1.3 N/A level of risk management activities based on the organization’s risk Functional | intersects with Gov-04.1 [P " ! ‘ 5
lerance, Accountability Structure trained for mapping, measuring and managing data and technology-
related risks.
Mechanisms exist to establish an authoritative chain of command with
Processes, procedures, and practioes are n place to determine the needed Authoritative Chain of clear lines of communication to remove ambiguity from individuals and
GOVERN 1.3 N/A level of risk management activities based on the organization’s risk Functional | intersects with Gov-04.2 " 5
Command teams related to managing data and technology-related risks.
tolerance.
Processes, procedures, and practices are in place to determine the needed Mechanisms exist to document and validate the scope of cybersecurity
GOVERN 1.3 N/A level of risk management activities based on the organization’s risk Functional | intersectswith | ~ Compliance Scope | CPL-01.2 |&data privacy controls that are determined to meet statutory, 5
tolerance. regulatory and/or i igati
Processes, procedures, and practices are in place to determine the needed Aisk Management Mechanisms exist to facilitate the implementation of strategic,
GOVERN 1.3 N/A Level of risk management activities based on the organization’s risk Functional |  subset of Program RSK-01 | operational and tactical risk management controls. 10
tolerance.
Mechanisms exist to identify:
(1) Assumptions affecting risk assessments, risk response and risk
Processes, procedures, and practices are in place to determine the needed monitoring;
GOVERN 1.3 N/A level of risk management activities based on the organization’s risk Functional | intersects with Risk Framing Rsk-01.1 | () Constraints affectingrisk assessments, risk response and risk 5
tolerance. monitoring;
(3) The organizational risk tolerance; and
(4) Priorities, benefits and trade-offs considered by the organization for
managing risk.
Processes, procedures, and practices are in place to determine the needed Aisk Management isms exist to reduce the magnitude or likelihood of potential
GOVERN 1.3 N/A level of risk management activities based on the organization’s risk Functional | intersects with Rosoureing RSK-01.2 |impacts by resourcing the capability required to manage technology- 5
tolerance. related risks.
Processes, procedures, and practices are in place to determine the needed Mechanisms exist to define organizational risk tolerance, the specified
GOVERN 1.3 N/A level of risk management activities based on the organization’s risk Functional | intersects with Risk Tolerance RSK-01.3 | range of acceptable results. 5
tolerance.
Processes, procedures, and practices are in place to determine the needed Mechanisms exist to facilitate the implementation of operational
GOVERN 1.3 N/A level of risk management activities based on the organization’s risk Functional | intersects with | Operations Security | OPS-01  [security controls. 8
tolerance.
Processes, procedures, and practices are in place to determine the needed Stondardized Operating Mechanisms exist to identify and document Standardized Operating
GOVERN 1.3 N/A level of risk management activities based on the organization’s risk Functional | intersects with Procedures (SOP) OPS-01.1  [Procedures (SOP), or similar documentation, to enable the proper 8
tolerance. execution of dav-to-day / assigned tasks.
The risk management process and its outcomes are established through Publishing Cybersecurity Mechanisms exist to establish, maintain and disseminate
GOVERN 1.4 N/A transparent policies, procedures, and other controls based on Functional | intersectswith| & Data Protection GOV-02  |eybersecurity & data protection policies, standards and procedures. 8
risk priorities. D
The risk management process and its outcomes are established through Risk Managoment Mechanisms exist to facilitate the implementation of strategic,
GOVERN 1.4 N/A transparent policies, procedures, and other controls based on Functional |  subset of Program RSK-01 | operational and tactical risk management controls. 10
i risk priorities.
Mechanisms exist to identify:
(1) Assumptions affecting risk assessments, risk response and risk
The risk management process and its outcomes are established through monitoring;
GOVERN 1.4 N/A transparent policies, procedures, and other controls based on Functional | intersects with Risk Framing Rsk-01.1 | () Constraints affectingrisk assessments, risk response and risk 5
organizational risk priorities. monitoring;
(3) The organizational risk tolerance; and
(4) Priorities, benefits and trade-offs considered by the organization for
managing risk.
The risk management process and its outcomes are established through Aisk Management isms exist to reduce the magnitude or likelihood of potential
GOVERN 1.4 N/A transparent policies, procedures, and other controls based on Functional | intersects with Rosoureing RSK-01.2  |impacts by resourcing the capability required to manage technology- 5
risk priorities. related risks.
The risk management process and its outcomes are established through Mechanisms exist to facilitate the implementation of operational
GOVERN 1.4 N/A transparent policies, procedures, and other controls based on Functional | intersects with |~ Operations Security | OPS-01  |security controls. 8
i risk priorities.
The risk management process and its outcomes are established through Stondardized Operating Mechanisms exist to identify and document Standardized Operating
GOVERN 1.4 N/A transparent policies, procedures, and other controls based on Functional | intersects with Procedures (SOP) OPS-01.1 | Procedures (SOP), or similar documentation, to enable the proper 8
i risk priorities. execution of dav-to-day / assigned tasks.
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FDE Name Focal Document Element (FDE) Description SCF Control ecure Controls Framework (SCF) Relationship Notes (optional)
Rationale  Relationship Control Description
(optional)
Ongoing monitoring and periodicreview of the risk management process Mechanisms existto aevempf, re:)fon and monitor cybersecurity & data
GOVERN 1.5 N/A and its outcomes are planned and organizational roles and responsibilities | Functional | intersects with |Measures of Performance| GOv-0s  |PTVacy Program measures of performance. 5
clearly defined, including determining the frequency of periodic review.
Ongoing monitoring and periodic review of the risk management process Cybersecurity & Data vl 9:‘5‘ :: D(fﬂvvdiﬂ e t &(,dafa Drote:‘tvon controls
GOVERN 1.5 N/A and its outcomes are planned and organizational roles and responsibilities | Functional | intersects with |  Protection Controls CPL-02 l“::;:gsh unction that reports to the organization's exacutive 5
clearly defined, including determining the frequency of periodic review. Oversight rship.
Ongoing monitoring and periodic review of the risk management process Cyborsecurity & Data Me':ha“'smf existto regularty review U and documented
GOVERN 1.5 N/A andits outcomes are planned and organizational roles and responsibilities |  Functional | intersects with | =Y>¢ ¢4 CcPL-03 © ensure rhhe 5
e e Protection Assessments &data protection policies, standards and other applicable
clearly defined, including determining the frequency of periodic review. h
Ongoing monitoring and periodic review of the risk management process Mec"i‘f"s":s "’:s‘ :’ ‘h°”gl'f'f”l‘y ”‘:‘" a“d("s el f"':_‘”d(':g fnput f(’°'f“
GOVERN 1.5 N/A and its outcomes are planned and organizational roles and responsibilities | Functional | intersects with Audit Activities CpLog |OPerationatriskand compliance partners to minimize the impact o 5
e respons audit-related activities on business operations.
clearly defined, including determining the frequency of periodic review.
. A . Mechanisms exist to facilitate the implementation of strategic,
Ongoing monitoring and periodic review of the risk management process Aisk Managament e et o it
GOVERN 1.5 N/A and its outcomes are planned and organizational roles and responsibilities | Functional subset of . o r:m Rskop |°Perationalandtacticalrisk management controls. 10
clearly defined, including determining the frequency of periodic review. .
. e . Mechanisms exist to conduct recurring assessments of risk that
Ongoing monitoring and periodic review of the risk management process T e
GOVERN 1.5 N/A and its outcomes are planned and organizational roles and responsibilities | Functional | intersectswith | Risk Assessment Rsk-04 | ncludes the likelihood and magnitude of harm, from unauthorize 5
e respons access, use, discl disruption, or of the
clearly defined, including determining the frequency of periodic review.
svstems and data.
. e . Mechanisms exist to maintain a risk register that facilitates monitoring
Ongoing monitoring and periodic review of the risk management process o
and reporting of risks.
GOVERN 1.5 N/A andits outcomes are planned and organizational roles and responsibilities |  Functional | intersects with Risk Register RSK-04.1 porting 5
clearly defined, including determining the frequency of periodic review.
Ongoing monitoring and periodic review of the risk management process Business Impact Analysis v':ec';:/'"s": existto csnd”“ af“s”;ejs('mpaf‘ ﬁ"a‘ys'i‘m” o
usi i identify and assess cybersecurity and data protection risks.
GOVERN 1.5 N/A and its outcomes are planned and organizational roles and responsibilities | Functional | intersects with 1;/;) ¥ RSK-08 4 Y P’ 5
clearly defined, including determining the frequency of periodic review.
Mechanisms are in place to inventory Al systems and are resourced Situational Awareness of Mechanisms exist to develop and maintain an inventory of Artificial
GOVERN 1.6 N/A ) v nventory M sy Functional | intersects with | Al & Autonomous AAT-02 (A and jes (AAT) (internal and third 5
according to organizational risk priorities.
party).
exist to perform f assets that:
(1) Accurately reflects the current systems, applications and services
inuse;
(2) Identifies authorized software products, including business
Mechanisms are in place to inventory Al systems and are resourced Justification detals;
GOVERN 1.6 N/A ) ’ nventory Functional | intersectswith | Asset Inventories AST-02 | (3)Is at the level of granularity deemed necessary for tracking and 5
according to organizational risk priorities.
reporting;
(4) Includes organization-defined information deemed necessary to
achieve effective property accountability; and
(5) Is available for review and audit by designated organizational
personnel.
Mechanisms are in place to inventory Al systems and are resourced Mechanisms exist to identify and document the critical systems,
GOVERN 1.6 N/A ) ’ nventory M Functional | intersects with | Identify Critical Assets | BCD-02 |applications and services that support essential missions and 5
according to organizational risk priorities.
business functions.
Mechanisms are in place to inventory Al systems and are resourced Data & Asset Mechanisms exist to ensure data and assets are categorized in
GOVERN 1.6 N/A " | nventory Al Sy: Functional | intersects with SAss DCH-02 |accordance with applicable statutory, regulatory and contractual 5
according to organizational risk priorities. Classification
Processes and aroin place for and phasing Secure Disposal, Mechanisms exist o securely dvip?§e 2& destroy or re;;urp-z:e :ys‘tem
GOVERN 1.7 N/A out Al systems safely and in a manner that does not increase risks or Functional | intersects with | Destruction or Re-Use of |  AST-09 using andmethods to 5
e prevent information being recovered from these components.
decrease the organization’s trustworthiness. Equipment
Mechanisms exist to ensure systems, applications and services are
Processes and arein place for and phasing properly decommissioned so that data is properly transitioned to new
GOVERN 1.7 N/A out Al systems safely and in a manner that does not increase risks or Functional | intersects with |  Decommissioning AST-30 | systems or archived in with 5
decrease the organization’s trustworthiness. standards, as well as statutory, regulatory and contractual obligations.
Processes and arein place for and phasing Secure Development Life Mechanisms exist to ensure changes to systems within the Secure
GOVERN 1.7 N/A out Al systems safely and in a manner that does not increase risks or Functional | intersects with Cycle (SDLC) PRM-07 | Development Life Cycle (SDLC) are controlled through formal change 5
decrease the i control
Processes and arein place for and phasing Mechanisms exist to conduct ongoing “technical debt” reviews of
GOVERN 1.7 N/A out Al systems safely and in a manner that does not increase risks or Functional | intersects with | Technical Debt Reviews | SEA-02.3 |hardware and software technologies to remediate outdated and/or 5
decrease the i i
Mechanisms exist to prevent unsupported systems by:
f
Processes and arein place for and phasing ) Teslla-f:mg slyhstedms Tmen supr;on or the cfom(ponems[;s no longer
available from the developer, vendor or manufacturer; an
GOVERN 1.7 N/A out Al systems safely and in a manner that does not increase risks or Functional | intersects with | Unsupported Systems |  TDA-17 P 5
. (2) Requiring justification and documented approval for the continued
decrease the organization’s trustworthiness. P -
use of unsupported system components required to satisfy
needs.
f
Accountability structures are in place so that the appropriate teams and exist to enforce an strueture so that
Stakeholder teams and are and
GOVERN 2.0 N/A individuals are empowered, responsible, and trained for mapping, Functional | intersects with " GOV-04.1 5
° Accountability Structure trained for mapping, measuring and managing data and technology-
measuring, and managing Al risks.
related risks.
Accountability structures are in place so that the appropriate teams and Mechanisms exist to facilitate an IT Asset Management (ITAM) program
GOVERN 2.0 N/A individuals are empowered, responsible, and trained for mapping, Functional |  subset of Asset Governance AST-01  |to implement and manage asset management controls. 10
and managing Al risks.
Accountability structures are in place so that the appropriate teams and Stakeholder Mechanisms exist to identify and involve pertinent stakeholders of
GOVERN 2.0 N/A individuals are empowered, responsible, and trained for mapping, Functional | intersectswith | Identification & AST-01.2|critical systems, applications and services to support the ongoing 5
and managing Al risks. secure of those assets.
Accountability structures are in place so that the appropriate teams and Defined Rotes & existto define roles & forall
GOVERN 2.0 N/A individuals are empowered, responsible, and trained for mapping, Functional | intersectswith | *"°° T08 1 HRS-03 [ personnel. 5
and managing Al risks. P
Accountability structures are in place so that the appropriate teams and Roles With Special Mechanisms exist to ensure that individuals accessing a system that
GOVERN 2.0 N/A individuals are empowered, responsible, and trained for mapping, Functional | intersectswith | 0 %% T PO9% | HRS-04.1 | stores, transmits or processes information requiring special protection 5
and managing Al risks. satisfy defined personnel screening criteria.
Accountability structures are in place so that the appropriate teams and existto define and rules of
GOVERN 2.0 N/A individuals are empowered, responsible, and trained for mapping, Functional | intersectswith | Rules of Behavior HRS-05.1 [ behavior for the use of technologies, including consequences for 5
and managing Al risks. behavior.
Accountability structures are in place so that the appropriate teams and s of Crtioat Mechanisms exist to govern usage policies for critical technologies.
GOVERN 2.0 N/A individuals are empowered, responsible, and trained for mapping, Functional | intersects with o e HRS-05.4 5
and managing Al risks. 8
Accountability structures are in place so that the appropriate teams and Cybersecurity & Data Mechanisms exist to facilitate the implementation of security
GOVERN 2.0 N/A individuals are empowered, responsible, and trained for mapping, Functional |  subset of Privacy-Minded SAT-01 | workforce development and awareness controls. 10
and managing Al risks. Worlforce
exist to provide role-based &data privacy-
lated training:
Accountability structures are in place so that the appropriate teams and Role-Based ': ;’:emr:':":‘:o g access o the system of performing assighed
GOVERN 2.0 N/A individuals are empowered, responsible, and trained for mapping, Functional | intersects with | Cybersecurity &Data | SAT-03 | (1) Serere auhori e v performing assig 5
uties;
measuring, and managing Al risks. Privacy Training
(2) When required by system changes; and
(3) Annually thereafter.
Mechani tt lified individuals with th
Roles and andlines of related to mapping, Assigned Cybersecurity & e “f‘g" e eoerdimate do
GOVERN 2.1 N/A measuring, and managing Al risks are documented and are clear to Functional | intersects with Data Protection Gov-04 |Missionandresources to centrally-manage, coordinate, develop, 5
implement and maintain an enterprise-wide cybersecurity & data
dividuals and teams the Responsibilities
protection program.
i t e e struct that
Roles and andlines of related to mapping, Stakeholder e e o and
GOVERN 2.1 N/A measuring, and managing Al risks are documented and are clear to Functional | intersects with Gov-04.1 |2PP eams an Iduals are empc an 5
Accountability Structure trained for mapping, measuring and managing data and technology-
dividuals and teams the
related risks.
Mechanisms exist to establish an authoritative chain of command with
Roles and andines of retated to mapping, Authoritative Chain of clear lines of communication to remove ambiguity from individuals and
GOVERN 2.1 N/A measuring, and managing Al risks are documented and are clear to Functional | intersects with GOV-04.2 i unication toremove guity from individu: 5
Command teams related to managing data and technology-related risks.
dividuals and teams the
Rotesand andtinesof elated o mapping, Arnﬁ:ilu\?:::yrie;cse () Mecr:anism: etx\:(tmt:nsure policies, processes procedures ?;dt o
GOVERN 2.1 N/A measuring, and managing Al risks are documented and are clear to Functional subset of AAT-Q1 | Practices related to the mapping, measuring and managing of Artificial 10
Technologies (AN and (AAT)-related risks are
dividuals and teams the
in place. and frectivel

Secure Controls Framework (SCF)

20f11



Set Theory Relationship Mapping (STRM) NIST AT 100-1 Version 2025.2
Artificial Intelligence Risk Management Framework 1.0 71712025

Strength of

STRM STRM Se Controls Fi k (SCF)
FDE Name Focal Document Element (FDE) Description SCF Control SEOCEEDRETIC e Relationship Notes (optional)
Rationale Relationship Control Description
(optional)
exist to define and roles and
Roles and and lines of related to mapping, Assigned Responsibilities for:
GOVERN 2.1 N/A measuring, and managing Al risks are documented and are clear to Functional | intersects with | for Al & Autonomous |  AAT-08 (1) Artificial (A) and (AAT) 5
dividuals and teams the Technologies configurations; and
(2) Oversight of AAT svstems.
Roles and ibilities and lines of ication related to mapping, Dofined Rotes & isms exist to define ity roles & ibilities for all
GOVERN 2.1 N/A measuring, and managing Al risks are documented and are clear to Functional | intersectswith | 2° "% S8 HRS-03  [personnel. 5
di s and teams the { P
exist to provide role-based &data privacy-
The organization’s personnel and partners receive Al risk management Role-Based ':l)a::‘: "a'"”f B - o ed
efore authorizing access to the system or performing assigne
GOVERN 2.2 N/A training to enable them to perform their duties and responsibilities Functional | intersects with | - Cybersecurity &Data | SAT-03 | (2% e v P g assig 5
consistent with related policies, procedures, and agreements. Privacy Training uties;
(2) When required by system changes; and
(3) Annually thereafter.
The organization’s personnel and partners receive Al risk management Mechanisms exist to provide specific training for privileged users to
GOVERN 2.2 N/A training to enable them to perform their duties and responsibilities Functional | intersectswith | Privileged Users SAT-08.5 |ensure privileged users understand their unique roles and 5
ith related policies. and
The organization’s personnel and partners receive Al risk management Cybor Threat : exist ‘fhp'l"f"de e &bda'(ah””‘:“‘i .
 Thr awareness training that is current and relevant to the cyber threats tha
GOVERN 2.2 N/A training to enable them to perform their duties and responsibilities Functional | intersects with o SAT-08.6 e Y 5
" " P Environment users might encounter in day-to-day business operations.
consistent with related policies, procedures, and agreements.
existto data protection and
GOVERN 2.3 WA Exccutive leadership of the organization takes responsibilty fordecisions | ¢ o Steering Committee & | o oo - business alignment through a steering committee or advisory board, s
about risks with Al system and Program Oversight comprised of key cybersecurity, data privacy and business executives,
which meets formally and on a regular basis.
Mechanisms exist to provide governance oversight reporting and
GOVERN 2.3 WA Exccutive leadership of the organization takes responsibilty fordeisions | ¢ | Status ReportingTo | o oo |recommendations to those entrusted to make executive decisions s
about risks with Al system and Governing Body about matters material to the 's
& data protection program.
ifi
Executive leadership of the organization takes responsibility for decisions Assigned Cybersecurity & Mjechamsn: e 1o somraty-man oo ‘edc;'nm;"d:als LWIm e
GOVERN 2.3 WA Xecutive rship of the organizati ponsibility isi Functional | intersects with Data Protestion GOv.oa | Mission and resources to centrally-manage, coordinate, develop, s
about isks with Al system and o and maintain an enterprise-wid &data
Responsibilities "
protection program.
Mechanisms exist to prevent Artificial Intelligence (Al) and Autonomous
Workforce diversity, equity, inclusion, and accessibility processes are Al'& Autonomous Technologies (AAT) from unfairly identifying, profiling and/or
GOVERN 3.0 N/A prioritized in the mapping, measuring, and managing of Al risks throughout | Functional equal | Technologies Faimess & |  AAT-06 singlingout a defined by race, 10
the lifecycle. Bias religion, gender identity, national origin, religion, disability or any other
politically-charged identifier.
Mechani ttol decision makers from a diversity of
Decision-making related to mapping, measuring, and managing Al risks Al &Autonomous echanisms exist to leverago decision Aot versity o o
GOVERN 3.1 N/A throughout the lifecycle is informed by a diverse team (e.g., diversity of Functional | intersects with |  Technologies Risk AAT-07 ; s rience, expertise a r 5
mapping, measuring and managing Artificial Intelligence (Al) and
expertise, and . Management Decisions
(AAT)-related risks.
Decision-making related to mapping, measuring, and managing Al risks Mechanisms exist to facilitate the implementation of tailored
Technology Development
GOVERN 3.1 N/A throughout the lifecycle is informed by a diverse team (e.g., diversity of Functional |  subset of YRR TDA-01 | development and acquisition strategies, contract tools and 10
i inli expertise. and d methods to meet uniaue business needs.
Mechanisms exist to design and implement product management
processes to proactively govern the design, development and
production of products and/or services across the System
Decision-making related to mapping, measuring, and managing Al risks Development Life Cycle (SDLC) to:
GOVERN 3.1 N/A throughout the lifecycle is informed by a diverse team (e.g., diversity of Functional | intersects with | Product Management | TDA-01.1 (1) Improve functionality; 5
expertise, and (2) Enhance security and resiliency capabilities;
(3) Correct security deficiencies; and
(4) Conform with applicable statutory, regulatory and/or contractual
policies and prosedures are n place to dafine and diforantiate roles and Publishing Cybersecurity Mechanisms exist to establish, maintain and disseminate
GOVERN 3.2 N/A and cotod ° Functional | intersectswith | & Data Protection GOV-02 | cybersecurity & data protection policies, standards and procedures. 8
for human-Al and oversight of Al systems. -
exist to define and roles and
Assigned Responsibilities for:
Policies and procedures are in place to define and differentiate roles and
GOVERN 3.2 N/A icles and procedures are i piace to def et Functional | intersects with | for Al & Autonomous |  AAT-08 (1) Artificial (A) and (AAT) 5
for human-Al and oversight of Al systems.
Technologies configurations; and
(2) Oversight of AAT svstems.
Mechani: t to facilitate the impl tatic f i L
Policies and procedures are in place to define and differentiate roles and ) ; echanisms exist o facilitate the Implementation of operationa
GOVERN 3.2 N/A Functional | intersects with | Operations Security | OPS-01  [security controls. 8
for human-Al and oversight of Al systems.
Mechani tto identify and d t Standardized Operati
Policies and procedures are in place to define and differentiate roles and | standardized Operating echanisms exist to identify and document Standardized Operating
GOVERN 3.2 N/A Functional | intersects with OPS-01.1 | Procedures (SOP), or similar documentation, to enable the proper 8
for human-Al and oversight of Al systems. Procedures (SOP)
execution of dav-to-day / assigned tasks.
i ) ) - existto ity & data privacy
Organizational teams are committed to a culture that considers and Business As Usual (BAU
GOVERN 4.0 N/A © Functional | intersects with BAD | Gov-14 [ principtes into Business As Usual (BAU) practices through executive 3
communicates Al risk. Secure Practices o
teadership
- ) - Operationalizing Mechanisms exist to compel data and/or process owners to
Organizational teams are committed to a culture that considers and N
GOVERN 4.0 N/A D Functional | intersects with | Cybersecurity&Data | GOV-15 |operationalize cybersecurity & data privacy practices for each system, 5
- Protection Practices and/or service under their control.
GOVERN 4.0 N/A Organizational teams are committed to a culture that considers and Functional squal Risk Culture RSK-12 Mechanisms exist to ensure teams are committed to a culture that 10
I risk. considers and lated risk.
Organizational policies and practices are in place to foster a critical Publishing Cybersecurity Me:ha"'s"fs ";‘z‘ t° es'tb“ls"' ma;f“am a[‘“ Z’ss:m'":‘e .
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional |intersectswith| & Data Protection Gov-oz | CYbersecurity & data protection policies, standards and procedures. 8
and uses of Al systems to minimize potential negative impacts. Documentation
‘Artificial Intell Al ) )
Organizational policies and practices are in place to foster a critical e t"o:o'riz"c:‘ ) Me':':f‘“'smf ”l"‘:‘(“’(:“s“"’ policles, ”""?ess”sd”"’““f”es f;‘f‘_'_ -
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional subset of v ou AAT-01 | Practicesrelated tothe mapping, measuring and managing of Artificial 10
st ! >op! Technologies (AN and (AAT)-related risks are
and uses of Al systems to minimize potential negative impacts. s >
inplace. and frectivel
Organizational policies and practices are in place to foster a critical Human Resourcas Mec“i“'sms( "’:‘s‘ tofaclitate the implementation of personnel
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional subsetof | M Esouees | HRsor |Seeunycenien 10
and uses of Al systems to minimize potential negative impacts. 'y Manag
v ) ! . " Mechanisms exist to communicate with users about their roles and
Organizational policies and practices are in place to foster a critical S P e ¢
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional | intersects with User Awareness HRs-03.1 |"esPonsibilities tomaintain a safe and secure working environment. 5
and uses of Al systems to minimize potential negative impacts.
C te -1
Organizational policies and practices are in place to foster a critical e or ':e';hf’“:ms ":"‘s‘:’ iyl “ha‘:" :’””;’;" retated ”°s':_i”s e
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional | intersects with Se‘i:‘r'i o HRs-0g.2 |Stafted by qualifiedindividuals who have the necessary skl set. 5
and uses of Al systems to minimize potential negative impacts. v
Positions
Organizational policies and practices are in place to foster a critical Rotes With Special ":e':ha':'sms e"(‘s‘ to ensure ‘ha';"d“’“’l”als accessinga syftem‘m:_‘
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional | intersects with With Spect HRS-04,1 | Stores, transmits or processes information requiring special protection 5
cset ! >op! Protection Measures satisfy organization-defined personnel screening criteria.
and uses of Al systems to minimize potential negative impacts.
fi
Organizational policies and practices are in place to foster a critical oo ‘:"‘s‘ t© ": '": o la”: “"'is of
ehavior for the use of technologies, including consequences for
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional ~|intersectswith | Rules of Behavior HRS-05.1 e o . 8 consed 5
and uses of Al systems to minimize potential negative impacts. unacceptable behavior.
f 3
Organizational policies and practices are in place to foster a critical Usoof Gritical Mechanisms exist to govern usage pollcies for critical technologles.
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional | intersects with o e HRS-05.4 5
and uses of Al systems to minimize potential negative impacts. ¢
Organizational policies and practices are in place to foster a critical Me':hi"'sms( e’:‘s‘ tofacilitate the implementation of operational
security controls.
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional | intersectswith | Operations Security |  OPS-01 Y 8
and uses of Al systems to minimize potential negative impacts.
Organizational policies and practices are in place to foster a critical Standardized Oporatin MeCha"'smT:S;‘ to ‘de"'l'fy and document S:a"“':t'le‘: Operating
iz rati . or similar 0 enable the proper
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional | intersects with POrating | ops-01.1 prop 8
aset! ! °Lop Procedures (SOP) execution of day-to-day / assigned tasks.
and uses of Al systems to minimize potential negative impacts.
Organizational policies and practices are in place to foster a critical Cybersecurity & Data Mec;a"'s";s e"l‘s‘ to fa:"“:"’ the 'mpleme:'a:"’" of security
workforce development and awareness controls.
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional | subsetof Privacy-Minded SAT-01 P 10
and uses of Al systems to minimize potential negative impacts. Workforce
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FDE Name Focal Document Element (FDE) Description SCF Control SEOCEEDRETIC e Relationship Notes (optional)
Rationale  Relationship Control Description
(optional)
exist to design and product
processes to proactively govern the design, development and
production of products and/or services across the System
Organizational policies and practices are in place to foster a critical Development Life Cycle (SDLC) to:
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional | intersects with| Product Management | TDA-01.1 (1) Improve functionality; 5
and uses of Al systems to minimize potential negative impacts. (2) Enhance security and resiliency capabilities;
(3) Correct security deficiencies; and
(4) Conform with applicable statutory, regulatory and/or contractual
Mechanisms exist to require software developers to ensure that their
Organizational policies and practices are in place to foster a critical Developmant Methods software development processes employ industry-recognized secure
GOVERN 4.1 N/A thinking and safety-first mindset in the design, development, deployment, | Functional [ intersects with | 1 %% P08 P03, | TOA-023 | practices for secure programming, engincering methods, quality 5
and uses of Al systems to minimize potential negative impacts. control processes and validation techniques to minimize flawed and/or
software.
Mechanisms exist to document the risks and potential impacts of
Artificial (A and s (AAT) that are:
Organizational teams document the risks and potential impacts of the Al Al &Autonomous. (;' ges‘gl”ed;_
GOVERN 4.2 N/A technology they design, develop, deploy, evaluate, and use, and they Functional |intersectswith |  Technologies Risk AAT-09 ‘3’ DEVT “": d 5
communicate about the impacts more broadly. Profiling (3) Deployed;
(4) Evaluated; and/or
(5) Used.
Organizational teams document the risks and potential impacts of the Al Technology Development Mechanisms exist to facilitate the implementation of tailored
GOVERN 4.2 N/A technology they design, develop, deploy, evaluate, and use, and they Functional |  subset of e e TDA-01  |development and acquisition strategies, contract tools and 10
about the impacts more broadly. d methods to meet unique business needs.
exist to design and product
processes to proactively govern the design, development and
production of products and/or services across the System
Organizational teams document the risks and potential impacts of the Al Development Life Cycle (SDLC) to:
GOVERN 4.2 N/A technology they design, develop, deploy, evaluate, and use, and they Functional | intersects with | Product Management | TDA-01.1 (1) Improve functionality; 5
communicate about the impacts more broadly. (2) Enhance security and resiliency capabilities;
(3) Correct security deficiencies; and
(4) Conform with applicable statutory, regulatory and/or contractual
Mechanisms exist to require software developers to ensure that their
Organizational teams document the risks and potential impacts of the Al Developmant Methods software development processes employ industry-recognized secure
GOVERN 4.2 N/A technology they design, develop, deploy, evaluate, and use, and they Functional | intersects with | 800 T T ocen || TDA02:3 |practices for secure programming, engineering methods, quality 5
communicate about the impacts more broadly. control processes and validation techniques to minimize flawed and/or
software.
Mechanisms exist to obtain, protect and distribute administrator
documentation for systems that describe:
Organizational teams document the risks and potential impacts of the Al Documentation (1) Secure configuration, installation and operation of the system;
GOVERN 4.2 N/A technology they design, develop, deploy, evaluate, and use, and they Functional | intersects with Roautraments TDA-04 | (2) Effective use and of secu ions; and 5
i
communicate about the impacts more broadly. (8) Known vulnerabilities regarding configuration and use of
administrative (e.g., privileged) functions.
exist to require the of systems, system
components or services to produce a design specification and security
architecture that:
(1)1Is consistent with and supportive of the organization's security
Organizational teams document the risks and potential impacts of the Al Developer architecture W”":(h is established within and is an integrated part of the
GOVERN 4.2 N/A technology they design, develop, deploy, evaluate, and use, and they Functional | intersects with c TDA-05 enterprise 5
Design (2) Accurately and completely describes the required security
communicate about the impacts more broadly. ° ° S )
functionality and the allocation of security controls among physical
and logical components; and
(3) Expresses how individual security functions, mechanisms and
services work together to provide required security capabilities and a
unified anoroach to nrotection.
Mechanisms exist to implement Artificial Intelligence Test, Evaluation,
Artficial Intelligence Validation & Verification (Al TEWV) practices to enable Artificial
Organizational practices are in place to enable Al testing, identification of Test, Evaluation, alidation & Verification practices to enable Artificial
GOVERN 4.3 N/A Functional | intersects with AAT-10 (AN and (AAT)-related security, 5
incidents, and information sharing. Validation & Verification sl oue | e
e il y testing
lifecvele of the AAT.
Organizational practices are in place to enable Al testing, identification of Information Assurance Mechanisms exist to facilitate the implementation of cybersecurity &
GOVERN 4.3 N/A ganizational practices are in p ing, identificati Functional subset of ! ! 1A0-01 nisms ext W Impler " 4 uny 10
incidents, and sharing. (1A) Operation: data privacy and controls.
Aesignod Cybersccurity & Mecnanisn: existto astslgn one ormore qualifieddindi;/id:als \rmn the
GOVERN 5.0 N/A Processes are in place for robust engagement with relevant Al actors. Functional | intersectswith|  Data Protection Gov-04 | MiSsIon andresources to centrally-manage, coordinate, deve op, 5
implement and maintain an enterprise-wide cybersecurity & data
Responsibilities
orotection program.
i exist to enforce an structure so that
Stakehold
GOVERN 5.0 N/A Processes are in place for robust engagement with relevant Al actors. Functional | intersects with akeholder Gov-04.1 |2PP teams and individuals are empc and 5
Accountability Structure trained for mapping, measuring and managing data and technology-
related risks.
Robust Stakeholder Mechanisms exist to compel ongoing engagement with relevant
E tfor Al &
GOVERN 5.0 N/A Processes are in place for robust engagement with relevant Al actors. Functional | intersectswith | —gagement for parqg | Atificial (A and ¥ (AAT) 5
Autonomous stakeholders to encourage feedback about positive, negative and
i impacts.
Stakeholder Mechanisms exist to identify and involve pertinent stakeholders of
GOVERN 5.0 N/A Processes are in place for robust engagement with relevant Al actors. Functional | intersectswith | Identification & AST-01.2 |critical systems, applications and services to support the ongoing 5
secure of those assets.
tt d fand
GOVERN 5.0 N/A Processes are in place for robust engagement with relevant Al actors. Functional | intersects with CHG-05 existio ensure are made aware of an 5
of Changes the impact of proposed changes.
Organizational policies and practices are in place to collect, consider, ) Mechanisms exist to establish, maintain and disseminate
rioritize, and integrate feedback from those external to the team that Publishing Gybersecurity b ity & data protection policies, standards and proced;
GOVERN5.1 N/A prioritize, and integr e exter! e team! Functional | intersectswith | & Data Protection Gov- | CYPerseourity & data protection policies, standards and procedures. 8
developed or deployed the Al system regarding the potential individual and
Documentation
societal impacts related to Al risks.
Organizational policies and practices are in place to collect, consider, ‘Al & Autonomous Mechanisms exist to regularly collect, consider, prioritize and integrate
GOVERN 5.1 WA priortize, and integate feedback from those extemnal to the team that Functional | ntersects with Technologies AaT11. |fiskcrelated feedback from those external to the team that developed o s
developed or deployed the Al system regarding the potential individual and Stakeholder Feedback deployed Artificial (AN and
societal impacts related to Al risks. (AT
Organizational policies and practices are in place to collect, consider, Mechanisms exist to facilitate the implementation of operational
rioritize, and integrate feedback from those external to the team that ty controls.
GOVERN 5.1 N/A prioritiz Integr: © exters he tean Functional | intersectswith | Operations Security Ops-g1 |Security controls. 8
developed or deployed the Al system regarding the potential individual and
societal impacts related to Al risks.
Organizational policies and practices are in place to collect, consider, Mechanisms exist to identify and document Standardized Operating
rioritize, and integrate feedback from those external to the team that Standardized Operatin SOP), ! ion, to enable th
GOVERN 5.1 N/A prioritiz Integr: © exten neteam Functional | intersects with ized Operating | - ops 01,1 (SOP), or similar © enable the proper 8
developed or deployed the Al system regarding the potential individual and Procedures (SOP) execution of day-to-day / assigned tasks.
societal impacts related to Al risks.
exist to design and product
processes to proactively govern the design, development and
Organizational policies and practices are in place to collect, consider, E"’d':m’" °: ’:;"dé‘ctf ag‘gfésf"_"ces across the System
prioritize, and integrate feedback from those external to the team that evelopment Life Cycle ( ) to:
GOVERN5.1 N/A Functional | intersects with | Product Management | TDA-01.1 (1) Improve functionality; 5
developed or deployed the Al system regarding the potential individual and v ’
oo ! (2) Enhance security and resiliency capabilities;
societal impacts related to Al risks.
(3) Correct security deficiencies; and
(4) Conform with applicable statutory, regulatory and/or contractual
Al & Autonomous Mechani tto regularly collect, consider, prioritize and integrat,
Mechanisms re estabished to enablo theteam that developed o Techmatogios Tseltad foedback fom hoss oarnl o the s ihat dovlaped o
GOVERN 5.2 N/A deployed Al systems to regularly incorporate adjudicated feedback from Functional | intersects with ¢ aar1a |" ! " X veloped o 5
Stakeholder Feedback deployed Artificial (A and
relevant Al actors into system design and implementation. (AAT)
Mechanisms exist to design and implement product management
processes to proactively govern the design, development and
production of products and/or services across the System
Mechanisms are established to enable the team that developed or Development Life Cycle (SDLC) to:
GOVERN 5.2 N/A deployed Al systems to regularly incorporate adjudicated feedback from | Functional | intersects with | Product Management | TDA-01.1 (1) Improve functionality; 5
relevant Al actors into system design and implementation. (2) Enhance security and resiliency capabilities;
(3) Correct security deficiencies; and
(4) Conform with applicable statutory, regulatory and/or contractual
Publishing Cybersecurit Mechanisms exist to establish, maintain and disseminate
Policies and procedures are in place to address Al risks and benefits b ishing ybersecurity e e o mare e
GOVERN 6.0 N/A e ) b Functional | intersectswith | & Data Protection GOV-02 | cybersecurity & data protection policies, standards and procedures. 8
arising from third-party software and data and other supply chain issues. -
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(optional)
Mechanisms exist to address Artificial Intelligence (Al) and
Policies and procedures are in place to address Al risks and benefits Al &Autonomous Aut Technologies (AAT)-related risks and benefits arising i
ici ures arei ress Al i \utonomous Technologies (AAT)-related risks and benefits arising from
GOVERN 6.0 N/A e pr P b Functional | intersects with | ~ Technologies Supply | RSK-09.2 ehnolog e 5
arising from third-party software and data and other supply chain issues. Chain impacts the organization's supply chain, including third-party software and
data.
Mechanisms exist to facilitate the implementation of operational
Policies and procedures are in place to address Al risks and benefits roms ext . imp ! porat
GOVERN 6.0 N/A e ) b Functional | intersects with |  Operations Security | OPS-01  [security controls. 8
arising from third-party software and data and other supply chain issues.
Mechanisms exist to identify and document Standardized Operatin
Policies and procedures are in place to address Al risks and benefits Standardized Operating e Y e e Sperating
GOVERN 6.0 N/A e ) b Functional | intersects with 0OPS-01.1 (SOP), or similar to enable the proper 8
arising from third-party software and data and other supply chain issues. Procedures (SOP)
execution of day-to-day / assigned tasks.
exist to design and product
processes to proactively govern the design, development and
production of products and/or services across the System
Policies and procedures are in place to address Al risks and benefits Development Life Cycle (SDLC) to:
GOVERN 6.0 N/A Functional | intersects with | Product Management | TDA-01.1 (1) Improve functionality; 5
arising from third-party software and data and other supply chain issues. v ’
(2) Enhance security and resiliency capabilities;
(3) Correct security deficiencies; and
(4) Conform with applicable statutory, regulatory and/or contractual
Policies and procedures are in place that address Al risks associated with Publishing Cybersecurity Mechanisms exist to establish, maintain and disseminate
GOVERN 6.1 N/A third-party entities, including risks of infringement of a third-party’s Functional | intersectswith | & Data Protection GOV-02  |eybersecurity & data protection policies, standards and procedures. 8
property or other rights. D
Al & Autonomous Mechani tt t third-party Intellectual Property (IP) right
Policies and procedures are in place that address Al risks associated with “ " e b et 1ot Ayn o v (P)rights
GOVERN 6.1 N/A third-party entities, including risks of infringement of a third-party’s Functional | intersects with | ' " AAT-12 ‘:AT)' cial (Al) an 5
intellectual property or other rights. perty -
Protections.
Policies and procedures are in place that address Al risks associated with Mechanisms exist to facilitate the implementation of operational
GOVERN 6.1 N/A third-party entities, including risks of infringement of a third-party’s Functional | intersects with | Operations Security | OPS-01  [security controls. 8
property or other rights.
Policies and procedures are in place that address Al risks associated with Stondardized Operating Mechanisms exist to identify and document Standardized Operating
GOVERN 6.1 N/A third-party entities, including risks of infringement of a third-party’s Functional | intersects with Procedures (psom OPS-01.1 | Procedures (SOP), or similar documentation, to enable the proper 8
broperty or other rights. execution of dav-to-day / assigned tasks.
Mechanisms exist to facilitate the implementation of contingency
Contingency processes are in place to handle failures or incidents in third- Business Continuity planning controls to help ensure resilient assets and services (e.
GOVERN 6.2 N/A Functional subset of Management System BCD-01 ning ! \ vices (e.g., 10
party data or Al systems deemed to be high-risk. Boms) Continuity of Operations Plan (COOP) or Business Continuity &
Disaster Recoverv (BC/DR)
Mechani tto handte fail incidents with Artificial
Contingency processes are in place to handle failures or incidents in third- ) Al & Autonomous echanisms exist fo handie failures or incidsnts with Artificia
GOVERN 6.2 N/A Functional | intersects with BCD-16 (A and (AAT) deemed to be 5
party data or Al systems deemed to be high-risk. Technologies Incidents e
) _ o Mechanisms exist to implement and govern processes and
Conti lace to hande fail dents in third- Incident R
GOVERN 6.2 N/A ontingency processes are in place to handle failures orineidents Inthird- | - ¢ iignal | subset of neident Response 1RO-01 tofacilitate an ide response capability 10
party data or Al systems deemed to be high-risk. Operations " e on
for & data privacy-related incidents.
Mechanisms exist to cover:
(1) Preparation;
Contingency processes are in place to hande failures or incidents in third (2) Automated event detection or manual incident report intake;
GOVERN 6.2 N/A gencyp P ande Functional | intersectswith | Incident Handling IR0-02 | (3) Analysis; 5
party data or Al systems deemed to be high-risk. °
(4) Containment;
(5) Eradication; and
(6) Recoverv.
Mechani: t to identify cle f incident: d acti to take t
Contingency processes are in place to handle failures or incidents in third- | Incident Classification & echanisms exist to identify classes of incidents and actions to take to
GOVERN 6.2 N/A Functional | intersects with IR0-02.4 |ensure the continuation of organizational missions and business 5
party data or Al systems deemed to be high-risk. Prioritization "
functions.
COVERN 62 A Contingency processes are n place to handie failures or incidents inthirg- | - T~ " Tincident Response Plan | |- ™" [ Mechanisms exist to maintain and make available a ourrent and viable .
party data or Al systems deemed to be high-risk. (RP) Incident Response Plan (IRP) to all
Mechanisms exist to establish and document the context surrounding
Artificial (A and fes (AAT),
Al & Autonomous '"fl:‘d('"g; . )
MAP 1.0 N/A Context is established and understood. Functional | intersects with | Technologies Context AaT-03 | (1) Intended purposes; 5
(2) Potentially beneficial uses;
Definition )
(8) Context-specific laws and regulations;
(4) Norms and expectations; and
(5) Prospective settings in which the sstem(s) will be deploved.
Mechanisms exist to define business processes with consideration for
ity & data privacy that i
Business Process (1) The resulting risk to assets,
MAP 1.0 N/A Contextis established and understood. Functional | intersects with etmtion PRM-06  [and other organizations; and 5
initi
(2) Information protection needs arising from the defined business
processes and revises the processes as necessary, until an achievable
set of protection needs is obtained.
Mechanisms exist to establish and document the context surrounding
Intended purposes, potentially beneficial uses, context specific laws, ° !
e Artificial (A and (AAT),
norms and expectations, and prospective settings in which the Al system
including:
will be deployed are and c include:
uments : ) Al & Autonomous (1) Intended purposes;
the specific set or types of users along with their expectations; potential
MAP 1.1 N/A Functional | intersects with | Technologies Context | AAT-03 | (2) Potentially beneficial uses; 5
positive and negative impacts of system uses to individuals, communities, ete )
; . ’ munit Definition (8) Context-specific laws and regulations;
organizations, society, and the planet; assumptions and related limitations
(4) Norms and expectations; and
about Al system purposes, uses, and risks across the development or o e o eyt b denloyed
product Al lifecycle; and related TEVWV and system metrics. (5) Prospective settings in which the system(s) will be deployed.
Intended purposes, potentially beneficial uses, context specific laws, existto targeted usage, goals
and expected benefits and costs of Artificial Intelligence (Al) and
norms and expectations, and prospective settings in which the Al system N
. ; Autonomous Technologies (AAT).
will be deployed are and c include:
the specific set or types of users along with their expectations; potential Al& Autonomous
MAP 1.1 N/A o Vpe & Pes  potentt Functional | intersects with | Technologies Business |  AAT-04 5
positive and negative impacts of system uses to individuals, communities, o
organizations, society, and the planet; assumptions and related limitations
about Al system purposes, uses, and risks across the development or
product Al lifecycle; and related TEVV and system metrics.
Mechanisms exist to define business processes with consideration for
Intended purposes, potentially beneficial uses, context specific laws,
e &data privacy that
norms and expectations, and prospective settings in which the Al system
(1) The resulting risk to assets,
will be deployed are and c include: o A
the specific set or types of users along with their expectations; potential Business Process and other organizations; an
MAP 1.1 N/A Functional | intersects with PRM-06 | (2) Information protection needs arising from the defined business 5
positive and negative impacts of system uses to individuals, communities, Definition ¢ ° e
; . ’ i processes and revises the processes as necessary, until an achievable
organizations, society, and the planet; assumptions and related limitations
set of protection needs is obtained.
about Al system purposes, uses, and risks across the development or
product Al lifecycle; and related TEVV and system metrics.
Intended purposes, potentially beneficial uses, context specific laws, ':“:‘a"'s’;s existto cb“"d”“ 2 :a”s"t‘f:st"“"af‘ ‘:"aws'i‘B‘A’ to
norms and expectations, and prospective settings in which the Al system identify and assess cybersecurity and data protection risks.
will be deployed are and Considerations include:
AP 11 WA the specific setor types of users along with their expectations; potential | ol Business Impact Analysis| oo oo .
positive and negative impacts of system uses to individuals, communities, (BIA)
organizations, society, and the planet; assumptions and related limitations
about Al system purposes, uses, and risks across the development or
product Al lifecycle; and related TEVV and system metrics.
Mechanisms exist to conduct a Data Protection Impact Assessment
Intended purposes, potentially beneficial uses, context specific laws, neue
e (DPIA) on systems, applications and services that store, process
norms and expectations, and prospective settings in which the Al system
and/or transmit Personal Data (PD) to identify and remediate
will be deployed are and include: " W
the specific set or types of users along with their expectations; potential Data Protection Impact reasonably-expected risks.
MAP 1.1 N/A Functional | intersects with RSK-10 3
positive and negative impacts of system uses to individuals, communities, Assessment (DPIA)
organizations, society, and the planet; assumptions and related limitations
about Al system purposes, uses, and risks across the development or
product Al lifecycle; and related TEVV and system metrics.
exist to define and roles and
Interdisciplinary Al actors, competencies, skills, and capacities for : -
o, s, v Assigned Responsibilities for:
establishing context reflect demographic diversity and broad domain and - )
MAP 1.2 N/A Functional | intersects with | ~for Al & Autonomous | AAT-08 (1) Artificial (A) and (aAT) 5
user experience expertise, and their participation is documented. N
ence ex an cum Technologies configurations; and
o for are prioritized. !
(2) Oversight of AAT systems.
Interdisciplinary Al actors, competencies, skills, and capacities for A & Autonomous Mechanisms exist to ensure Artificial Intelligence (Al) and Autonomous
establishing context reflect demographic diversity and broad domain and (AAT ies, skills and capaciti
MAP 1.2 N/A fshing X graphic diversity " Functional | intersects with Technologies AAT-13 (AAT) skills and capacities 5
user experience expertise, and their participation is documented. ) incorporate demographic diversity, broad domain and user experience
Stakeholder Diversity ‘
for are prioritized. expertise.
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(optional)
Interdisciplinary Al actors, competencies, skills, and capacities for Competency Mechanisms exist to ensure that all security-related positions are
AP 12 WA establishing context reflect demographic diversity and broad domainand | k| Reguirements for HRs.03. |statfed by qualified individuals who have the necessary skillset. s
user experience expertise, and their participation is documented. Security-Related
for are prioritized. Positions
The organization’s mission and relevant goals for Al technology are Defining Business Mechanisms exist to define the context of its business model and
MAP 1.3 N/A rganizati 19s1 felevant g 8y ar Functional | intersects with ining Busine GOV-08 1sms exi "  context ofits bust 5
and Context & Mission document the mission.
I ‘Al & Autonomous Mechanisms exist to define and document the organization's mission
The organization’s mission and relevant goals for Al technology are )
MAP 1.3 N/A Functional | intersects with | Technologies Mission and| AAT-03.1|and defined goals for Artificial Intelligence (Al) and Autonomous 5
understood and documented. .
Goals Definition (AAT).
Mechani tto establish a strat b ty & data privacy-
The organization’s mission and relevant goals for Al technology are i Strategic Plan & echanisms exist to establish a strategic cybersecurity & data privacy.
MAP 1.3 N/A Functional | intersects with PRM-01.1 |specific business plan and set of objectives to achieve that plan. 5
understood and documented. Objectives
Mechanisms exist to establish and document the context surrounding
Artificial (A and (AAT),
The business value or context of business use has been clearly defined or Al &Autonomous mwd:mmg; d
MAP 1.4 N/A usiness vatue or o Business u definedor=| ¢ ctional |intersectswith| Technologies Context | AaT-03 | (1)Intended purposes; 5
in the case of assessing existing Al systems - re-evaluated. o (2) Potentially beneficial uses;
(3) Context-specific laws and regulations;
(4) Norms and expectations; and
(5) Prospective settings in which the svstem(s) will be deoloved.
) ) ) ‘Al & Autonomous Mechanisms exist to define and document the organization's mission
The business value or context of business use has been clearly defined or - )
MAP 1.4 N/A Functional | intersects with | Technologies Mission and| AAT-03.1 |and defined goals for Artificial Intelligence (Al) and Autonomous 5
in the case of assessing existing Al systems - re-evaluated. °
Goals Definition (AAT).
Mechanisms exist to define business processes with consideration for
&data privacy that
1) The resulting risk t i ts, i
The business value or context of business use has been clearly defined or Business Process (1) The resulting risk to assets,
MAP 1.4 N/A ' ‘ Functional | intersects with S PRM-06  |and other organizations; and 5
in the case of assessing existing Al systems - re-evaluated. Definition > . ) )
(2) Information protection needs arising from the defined business
processes and revises the processes as necessary, until an achievable
set of broteotion needs is obtained.
Mechani tto defi izational risk tol . the specified
MAP 1.5 N/A Organizational risk tolerances are determined and documented. Functional equal Risk Tolerance RSK-01.3 | echanisms exist to define organizational risk tolerance, the specifie 10
range of results.
System requirements (e.g., “the system shall respect the privacy of its N & Atomomous exist to take hnical into account to
sers”) are elicited from and understood by relevant Al actors. Design ddress risk iated with Artificial Intell; Al) and
MAP 1.6 N/A users”) are elicited ¢ understood byre ev e Functional | intersects with Technologies AAT-14 | 2ddress risks associated with Artificial Intelligence (AD) an 5
decisions take socio-technical implications into account to address Al s Autonomous Technologies (AAT).
Requirements Definitions
risks.
System requirements (e.g., “the system shall respect the privacy of its Mechanisms exist to facilitate the implementation and operation of
, p ’ ! ’
AP 16 WA users") are olcited from and unerstood by relevant Al actors. Design Functional | subsetof | Dataprivacy Program |  pRi.g1 |22 Protection controls thoughout th data fecyele to ensure al 10
decisions take socio-technical implications into account to address Al forms of Personal Data (PD) are processed lawfully, fairly and
risks.
Mechanisms exist to restrict collecting, receiving, processing, storing,
transmitting, updating and/or sharing Personal Data (PD) to:
System requirements (e.£., “the system shall respect the privacy of its (1) The purpose(s) originally collected, consistent with the data privacy
16 A users”) are elicited from and understood by relevant Al actors. Design Functional | intersectewitn|  Usa€eRestrictionsof | L notice(s); s
decisions take socio-technical implications into account to address Al Personal Data (PD) (2) What is authorized by the data subject, or authorized agent; and
risks. (8) What s consistent with applicable laws, regulations and
contractual obligations.
System requirements (e.g., “the system shall respect the privacy of its Cyberscurity & Dota Mechanisms exist to identify critical system components and functions
sers”) are elicited from and understood by relevant Al actors. Design by perf ticality analysis for critical systems, syst
MAP 1.6 N/A users”) are elicited ¢ understood byre ev e Functional | intersects with | Privacy Requirements | PRM-05 | Y Perferminga eriticality analysis for critical systems, system 5
decisions take socio-technical implications into account to address Al AR components or services at pre-defined decision points in the Secure
risks. D Life Cvele (SDLO).
MAP 2.0 N/A C of the Al system is performed. Functional | intersects with | _Asset C: AST-31 exist to categorize assets. 5
Categorize Artficial Mechanisms exist to categorize Artificial Intelligence (Al) and
MAP 2.0 N/A Categorization of the Al system is performed. Functional | intersects with I)-Related | AST-31.1 (AAT). 5
A& Aut i
The specific tasks and methods used to implement the tasks that the Al Tec:ﬂz:':"':s"s /Te:ha"'sms ?"‘s; ‘°l°ev'"e(LTT‘)as_T that A:'('c'a‘ 'rl“e“fe"“ (A and
i \utonomous Technologies (AAT) will support (e.g., classifiers,
MAP 2.1 N/A system will support are defined (e.g., classifiers, generative models, Functional | intersects with 8l AAT-14.1 ¢ pport (e-g. 5
Implementation Tasks generative models, recommenders).
recommenders).
Definition
Mechanisms exist to define business processes with consideration for
& data privacy that
The specific tasks and methods used to implement the tasks that the Al Business Process (1) The resulting risk to assets,
MAP 2.1 N/A system will support are defined (¢.g., classifiers, generative models, Functional | intersects with Dettion PRM-06  |and other organizations; and 5
initi
recommenders). (2) Information protection needs arising from the defined business
processes and revises the processes as necessary, until an achievable
set of protection needs is obtained.
exist to design and product
processes to proactively govern the design, development and
production of products and/or services across the System
The specific tasks and methods used to implement the tasks that the Al Development Life Cycle (SDLC) to:
MAP 2.1 N/A system will support are defined (e.g., classifiers, generative models, Functional | intersects with | Product Management | TDA-01.1 (1) Improve functionalit 5
recommenders). (2) Enhance security and resiliency capabilities;
(3) Correct security deficiencies; and
(4) Conform with applicable statutory, regulatory and/or contractual
Information about the Al system’s knowledge limits and how system N & Atomomous Mechanisms exist to identify and document knowledge imits of
tput may be utilized and byhi is d ted.
P22 A output may be utilized and overseen by humans is documente Functionat sl | Tochnologios Knomlace | AAT.142 |Arficialintel (AN and : wanto 0
Documentation provides sufficient information to assist relevant Al actors bt provide sufficient information to assist relevant stakeholder decision
when making decisions and taking actions. making.
Scientific integrity and TEW considerations are identified and documented, Mechanisms exist to document test sets, metrics and details about the
luding those related t imental design, data collection and f 3 ,
ap 2 A including those related to experimental design, data collection ant Functional | ntersects with A TEW Toots AAT-10,2 |(001S Used during Arifcial Inteligence Tost, Evaluation, Validation & s
selection (e.g., availabilty, representativeness, suitability), system Verification (Al TEVV) practices.
iness. and construct validation.
exist to conduct i for:
(1) Statutory, regulatory and contractual compliance obligations;
(2) Monitoring capabilities;
(3) Mobile devices;
Scientific integrity and TEW considerations are identified and documented, (4) Databases;
including those related to experimental design, data collection and ;
MAP 2.3 N/A e P @ Functional | intersects with | Specialized Assessments | 1A0-02.2 | () Application security; 5
selection (e.g., availabilty, representativeness, suitability), system (6) Embedded technologies (e.g. 10T, OT, etc.);
trustworthiness, and construct validation. (7) Vulnerability management;
(8) Malicious code;
(9) Insider threats;
(10) Performance/load testing; and/or
(11) Artificial and (AAT).
Mechanisms exist to establish and document the context surrounding
Artificial (A and s (AAT),
Al capabilities, targeted usage, goals, and expected benefits and costs A & Autonomous mwd:mxmg; d ;
MAP 3.0 N/A P » targ ge, goals, P Functional | intersectswith | Technologies Context | AAT-03 | (1) Intended purposes; 5
with are (2) Potentially beneficial uses;
Definition )
(8) Context-specific laws and regulations;
(4) Norms and expectations; and
(5) Prospective settings in which the sstem(s) will be deploved.
Al capabiltios, targeted usage, goals, and expected benefits and costs Al'& Autonomous Mechanisms exist to define and document the organization's mission
MAP 3.0 N/A e OO Functional | intersects with |Technologies Mission and| AAT-08.1  |and defined goals for Artificial Intelligence (Al) and Autonomous 5
Goals Definition (AAT).
Al & Autonomous existto targeted usage, goals
Al capabilities, targeted usage, goals, and expected benefits and costs onome: ° . :
MAP 3.0 N/A pabl 'v‘v“h rgeted usage, g M:p " Functional | intersects with | Technologies Business | AAT-04 |and expected benefits and costs of Artificial Intelligence (Al) and 8
Case (AT,
Al'& Autonomous existto targeted usage, goals
Potential benefits of intended Al system functionality and performance are
MAP 3.1 N/A ! s ot ¥ unctionality and per Functional | intersects with | Technologies Business | AAT-04 |and expected benefits and costs of Artificial Intelligence (Al) and 5
examined and documented.
Case (AT,
potential benefts of intended Al systen functionaliy and performance are Al'& Autonomous Mechanisms exist to assess the potential benefits of proposed
MAP3.1 N/A v Y Functional | intersects with | Technologies Potential | AAT-04.1 |Artificial (A and s (AAT). 8
examined and documented.
Benefits Analysis
Potential costs, including non-monetary costs, which result from expected A & Astonomans existto targeted usage, goals
orrealized Al errors o system functionality and trustworthiness - as d expected benefits and costs of Artificial Intelli Al) and
MAP3.2 N/A rreatz rors or system funciiona ity and trustworthi Functional | intersects with | Technologies Business | AaT-04 |2 expected benefits and costs of Artifical Intelligence (A1) an 5
to risk tol are examined and e Autonomous Technologies (AAT).
Potential costs, including non-monetary costs, which result from expected A & Atomomons Mechanisms exist to assess potential costs, including non-monetary
orrealized Al errors o system functionality and trustworthiness - as ts, resulting f ted or realized Artificial Intelli (Al) and
MAP3.2 N/A rreatz rors or system funciiona ity and trustworthi Functional | intersects with | Technologies Potential | AAT-04.2 |COStS: resulting from expected or realized Artificial Intelligence (Al an: 8
to risk tol are examined and ¢ Autonomous Technologies (AAT)-related errors or system functionality
Costs Analysis . ©
an
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Potential costs, including non-monetary costs, which result from expected Mechanisms exist to define organizational risk tolerance, the specified
or realized Al errors or system functionality and trustworthiness - as f acceptable results.
MAP 3.2 N/A " reatiz rors or system functionality ustworthi Functional | intersects with Risk Tolerance RsK-01.3 |"ange of acceptableresults. 5
to risk tol are examined and
Al & Autonomous Mechanisms exist to specify and document the targeted application
Targeted application scope is specified and documented based on the wionomol 15ms exist to specify o reeted epplicatt
MAP 3.3 N/A : ‘ ’ ! Functional | intersects with | Technologies Targeted | AAT-043 |scope of the proposed use and operation of Artificial Intelligence (Al 8
system’s capability, established context, and Al system categorization.
Application Scope and (AT
Mechanisms exist to document and validate the scope of cybersecurit
Targeted application scope is specified and documented based on the ome e ! - P of cybersecurtty
MAP 3.3 N/A : ‘ ’ ! Functional | intersectswith| ~ Compliance Scope | CPL-01.2 |8 data privacy controls that are determined to meet statutory, 5
system’s capability, established context, and Al system categorization.
regulatory and/or
Mechanisms exist to ensure Artificial Intelligence (Al) and Autonomous
Al & Autonomous e A
Processes for operator and practitioner proficiency with Al system oot Technologies (AAT)-related operator and practitioner proficiency
MAP 3.4 N/A performance and trustworthiness - and relevant technical standards and | Functional | intersects with ot AAT-13.1 for Artficial (A) and 8
certifications - are defined, assessed, and documented. Technologies (AAT) are defined, assessed and documented.
Competencies
Competency Mechanisms exist to ensure that all security-related positions are
Processes for operator and practitioner proficiency with Al system Requirements for raffed b \ified individuals who h th Kill set.
MAP 3.4 N/A performance and trustworthiness - and relevant technical standards and | Functional | intersects with s;l o taton HRs-03.2 |Staffed by qualifiedindividuals who have the necessary skill set. 5
certifications - are defined, assessed, and documented. o
Positions
existto data protection and
P s A Pracesses for human oversight are defined, assessed, and documentedin | ¢ kL Steering Commitiee & | o o fbusiness alignment through a steering committee or advisory board, s
accordance with organizational policies from the GOVERN function. Program Oversight comprised of key cybersecurity, data privacy and business executives,
which meets formally and on a regular basis.
Mechanisms exist to provide governance oversight reporting and
P s A Pracesses for human oversight e defined, assessed, and documentedin | ¢ ook L Status ReportingTo | 1 - [recommendations to those entrusted to make executive decisions s
accordance with organizational policies from the GOVERN function. Governing Body about matters material to the
& data protection program.
Publishing Cyb i Mechani t to establish, maintain and disseminat
Processes for human oversight are defined, assessed, and documented in | Pupishing Cybersecurity echanisms exist fo establish, maimain and dlsseminate
MAP 3.5 N/A Functional | intersectswith | & Data Protection GOV-02 | cybersecurity & data protection policies, standards and procedures. 8
accordance with organizational policies from the GOVERN function. -
Artficial Intelligence (A1) Mechanisms exist to ensure policies, processes, procedures and
apas A Processes for human oversight are defined, assessed, and documentedin | [ &Autonomous ko1 |Proctices related to the mapping, measuring and managing of Artifical 0
accordance with organizational policies from the GOVERN function. Technologies (AN and (AAT)-related risks are
in place. and fectivel
Mechani: t to facilitate the impl tatic f i L
Processes for human oversight are defined, assessed, and documented in ) ] echanisms exist o facilitate the Implementation of operationa
MAP 3.5 N/A Functional | intersects with | Operations Security | OPS-01  [security controls. 8
accordance with organizational policies from the GOVERN function.
Mechani tto identify and d t Standardized Operati
Processes for human oversight are defined, assessed, and documented in | standardized Operating echanisms exist to identify and document Standardized Operating
MAP3.5 N/A Functional | intersects with OPS-01.1 | Procedures (SOP), or similar documentation, to enable the proper 8
accordance with organizational policies from the GOVERN function. Procedures (SOP)
execution of dav-to-day / assigned tasks.
A& AUt Mechani tt isks and benefits for all ts of
Risks and benefits are mapped for all components of the Al system utonomous echanisms exist to map risks and benefits for atl compoenents o
MAP 4.0 N/A Functional equal Technologies Cost/ | AAT-04.4 | Artificial (A and (AAT), 10
including third-party software and data. priieiat inte
Benefit Mapping including third-party software and data.
Approaches for mapping Al technology and legal risks of its components — A & Autonomous Mechanisms exist to identify Artificial Intelligence (Al) and Autonomous
luding th f third-party data or software - are in place, followed, o L
AP 4t A including the use o third-party data o software - areinplace, ollowo Functionat squal Tochnologies sk | AAT-02.1  |TeChROIOgies (AAT) n use and map those components to potentia 0
and documented, as are risks of infringement of a third party’s intellectual [, legal risks, including statutory and regulatory compliance
property or other rights. Pping
A& Aut Mechani tto identify and d tinternal cyb ity &
Internal risk controls for components of the Al system, including third-party utonomous echanisms exist to identify and document internal cyberseaurity
MAP 4.2 N/A Functional equal Technologies Internal | AAT-02.2 |data privacy controls for Artificial Intelligence (Al) and Autonomous 10
Altechnologies, are identified and documented.
Controls (aAT)
. . o A & Autonomous Mechanisms:l);\s( x: assess the impact(s) of pvo::;ed Artificial
MAP 5.0 N/A P groups, &l Functional equal Technologies Impact | AAT-07.1 (A an " les (AAT) on 10
are characterized. groups, communities, organizations and society (e.g., Fundamental
Assessment
Rights Impact (FRIA).
Likelihood and magnitude of each identified impact (both potentially Mechanisms exist to define the potential likelihood and impact of each
beneficial and harmful) based on expected use, past uses of Al systems in Al & Autonomous identified risk based on expected use and past uses of Artificial
MAP5.1 N/A similar contexts, public incident reports, feedback from those externalto | Functional | intersects with | Technologies Likelinood | AAT-07.2 (A and (AAT) in similar 5
the team that developed or deployed the Al system, or other data are &Impact Risk Analysis contexts.
identified and
Likelihood and magnitude of each identified impact (both potentially Mechanisms exist to prioritize the impact level for systems,
beneficial and harmful) based on expected use, past uses of Al systems in impact-Level applications and/or services to prevent potential disruptions.
MAP 5.1 N/A similar contexts, public incident reports, feedback from those externalto | Functional | intersects with e RSK-02.1 5
the team that developed or deployed the Al system, or other data are
identified and
Likelihood and magnitude of each identified impact (both potentially Mechanisms exist to conduct a Business Impact Analysis (BIA) to
beneficial and harmful) based on expected use, past uses of Al systems in identify and assess cybersecurity and data protection risks.
Business Impact Analysis
MAP5.1 N/A similar contexts, public incident reports, feedback from those externalto |  Functional | intersects with e RSK-08 5
the team that developed or deployed the Al system, or other data are
identified and
Practices and personnel for supporting regular engagement with relevant Stoering Committes & . . exist ‘:’m e _“da'a ”':'_“”‘”:"‘L
i i usiness alignment through a steering committee or advisory board,
MAP 5.2 N/A Al actors and integrating feedback about positive, negative, and Functional | intersects with e ) GOV-01.1 © © e v 5
¢ ° Program Oversight comprised of key cybersecurity, data privacy and business executives,
impacts are in place and documented. " ¢
which meets formally and on a regular basis.
Practices and personnel for supporting regular engagement with relevant Mechanisms exist to develop, report and monitor cybersecurity & data
MAP5.2 N/A Al actors and integrating feedback about positive, negative, and Functional | intersects with [Measures of Performance|  GOV-05 | privacy program measures of performance. 5
impacts are in place and
‘Artificial Intell Al ) )
Practices and personnel for supporting regular engagement with relevant e t"O:o'riz"C:‘ ) Me':':f‘“'smf "l"‘:‘("’(:“s“"’ policles, ”""fess"sd”"’““f””s f;‘f‘_'_ -
MAP 5.2 N/A Al actors and integrating feedback about positive, negative, and Functional subset of v ou AAT-01 | Practicesrelated tothe mapping, measuring and managing of Artificial 10
¢ e Technologies (A and (AAT)-related risks are
unanticipated impacts are in place and documented. ! *
inplace. and frectivel
Robust Stakehold:
Practices and personnel for supporting regular engagement with relevant s ;":'ih?“l'sms existto ;::ITW; ongoing engagerment with 'T“\”X’Ta)"‘
ificial an
MAP 5.2 N/A Al actors and integrating feedback about positive, negative, and Functional | intersectswith | ~"eo¢! AAT-11 5
¢ e Autonomous stakeholders to encourage feedback about positive, negative and
unanticipated impacts are in place and documented. °
impacts.
Mechanisms exist to develop, report and monitor cybersecurity & data
MEASURE 1.0 N/A Appropriate methods and metrics are identified and applied. Functional equal  |Measures of Performance| GOV-05 | oororome &4 velop. rep torey i 10
brivacy program measures of
Measuring Al & Mechanisms exist to regularly assess the effectiveness of existing
Aut
MEASURE 1.0 N/A Appropriate methods and metrics are identified and applied. Functional | intersects with utonomous AAT-16.2 | CONtrols, including reports of errors and potential impacts on affected 8
Technologies communities.
Eff
and metrics for of Alrisks during Mechanisms exist to develop, report and monitor cybersecurity & data
f f .
MEASURE 1.4 WA the MAP function are selected for implementation starting with the most | squal | Measures of Performance|  Gov-0s |PFvacY Program measures of performance. 0
I risks. The risks or that will not
— or cannot - be measured are properly
and metrics for of Alrisks during Measuring Al & Mechanisms exist to regularly assess the effectiveness of existing
MEASURE 1.4 WA the MAP function are selected for implementation starting with the most | ¢ L Autonomous AAT-162 |Contols, inoluding reports of errors and potential impacts on affected s
I risks. The risks or that will not Technologies communities.
— or cannot - be measured are properly Eff
and metrics for of Alrisks during Mechanisms exist to identify and document unmeasurable risks or
the MAP funct lected for implementation starting with the most Unmeasurable Al & trustworth haracterist
MEASURE 1.4 WA e MAP function are selected for implementation starting with the mos Functional | intersects with oo AAT163 |trustworthiness characteristics. s
I risks. The risks or that will not
Technologies Risks
— or cannot - be measured are properly
‘Appropriateness of Al metrics and effectiveness of existing controls are Mechanisms exist to develop, report and monitor cybersecurity & data
MEASURE 1.2 N/A regularly assessed and updated, including reports of errors and potential | Functional equal  |Measures of Performance| GOV-05 | privacy program measures of performance. 10
impacts on affected i
‘Appropriateness of Al metrics and effectiveness of existing controls are Measuring Al & Mechanisms exist to regularly assess the effectiveness of existing
MEASURE 1.2 WA rogularty assessed and updated; including reports of erors and potential | [k Autonomous AAT-162 |Contols, inoluding reports of errors and potential impacts on affected .
impacts on affected communities. Technologies communities.
Eff
Internal experts who did not serve as front-line developers for the system Mechanisms exist to conduct regular assessments of Artificial
and/or independent assessors are involved in regular assessments and (A and (AAT) with
dates. D rt Al actors external to the team that A1 & Autonomous d tinvolved n th fth
updates. Domain experts, users, Al actors external to the team tha assessors an not involved in the of the
MEASURE 1.3 N/A P! P Functional equal Technologies Ongoing | AAT-11.2 10
developed or deployed the Al system, and affected communities are AAT.
A ! Assessments
in support of as necessary per tisk
tolerance.
Mechanisms exist to evaluate Artificial Intelligence (Al) and
AITEWT ies (AAT) behavior and operati
MEASURE 2.0 N/A Al systems are evaluated for trustworthy characteristics. Functional equal AAT-10.1 (AAT) for ehavior and operation 10
Assessment including security, anonymization and disaggregation of captured and
stored data for approved purposes.
exist to the Artificial (Al) and
B | arrew Trusworthiness Autonomous Technologies (AAT) to be deployed are:
MEASURE 2.0 N/A Al systems are evaluated for trustworthy characteristics. Functional | intersects with " AAT-10.3 | (1) Valid; 5
Demonstration
(2) Reliable; and
(3) Operate as intended. based on approved designs.
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Mechanisms exist to formally assess the cybersecurity & data privacy
controls in systems, applications and services through Information
Assurance Program (IAP) activities to determine the extent to which the

(optional)

Milestones (POA&M)

assessment of the security controls and to reduce or eliminate known

MEASURE 2.0 N/A Al systems are evaluated for trustworthy characteristics. Functional equal Assessments 1A0-02 " ! 10
controls are implemented correctly, operating as intended and
producing the desired outcome with respect to meeting expected
Mechanisms exist to perform Information Assurance Program (IAP)
MEASURE 2.0 N/A Al systems are evaluated for trustworthy characteristics. Functional | intersects with | Technical Verification IA0-06 |activities to evaluate the design, implementation and effectiveness of 5
technical ity & data privacy controls.
Test sets, metrics, and details about the tools used during TEWV are Mechanisms exist to document test sets, metrics and details about the
MEASURE 2.1 N/A documented. Functional equal AITEW Tools AAT-10.2 [ tools used during Artificial Intelligence Test, Evaluation, Validation & 10
Verification (Al TEVV) practices.
Evaluations involving human subjects meet applicable requirements Artficiat Intelligence Mechanisms exist to implement Artificial Intelligence Test, Evaluation,
(including human subject protection) and are representative of the relevant Test, Evaluation, Validation & Verification (Al TEVV) practices to enable Artificial
MEASURE 2.2 N/A population. Funotional | interseots with | 17 5 rion | AAT10 (Al) and (AAT)-related security, 5
W) resilience and lated y testing the
lifecycle of the AAT.
Evaluations involving human subjects meet applicable requirements Al & Autonomous Mechanisms exist to proactively prevent harm by regularly identifying
MEASURE 2.2 WA (including human subject protection) and are representative of the relevant| o equal Technologles Harm aaTq7 | and tracking existing, unanticipated and emergent Artificial Intelligence 10
population. (Al) and Autonomous Technologies (AAT)-related risks.
Prevention
Evaluations involving human subjects meet applicable requirements Al & Autonomous Mechanisms exist to protect human subjects from harm.
MEASURE 2.2 N/A (including human subject protection) and are representative of the relevant| ~ Functional equal Technologies Human | AAT-17.1 10
Subject Protections
Al system performance or assurance criteria are measured qualitatively or Mechanisms exist to evaluate Artificial Intelligence (Al) and
MEASURE 2.3 WA quantitatively and demonstrated for conditions similar to deployment Functional equal AITEW Comparable | 0 o) (AAT)-related orthe assurance 10
setting(s). Measures are documented. Deployment Settings criteria demonstrated for conditions similar to deployment settings.
The functionality and behavior of the Al system and its components - as A TEW Post-D exist to and monitor deployed
MEASURE 2.4 N/A identified in the MAP function - are monitored when in production. Functional | intersects with Monitoring AAT-10.13 | Artificial (Al) and es (AAT). 5
The functionality and behavior of the Al system and its components - as Al & Autonomous Mechanisms exist to monitor the functionality and behavior of the
MEASURE 2.4 N/A identified in the MAP function - are monitored when in production. Functional | intersects with | Technologies Production | ~ AAT-16  |deployed Artificial (Al) and i 8
Monitoring (AAT).
The Al system to be deployed is demonstrated to be valid and reliable. Mechanisms exist to ensure Artificial Intelligence (Al) and Autonomous
Limitations of the generalizability beyond the conditions under which the Trustworthy Al & Technologies (AAT) are designed to be reliable, safe, fair, secure,
MEASURE 2.5 N/A technology was developed are documented. Functional | intersects with Autonomous AAT-01.2 |resilient, and data p hanced to 5
Technologies minimize emergent properties or unintended consequences.
The Al system to be deployed is demonstrated to be valid and reliable. Al & Autonomous Mechanisms exist to validate the Artificial Intelligence (Al) and
MEASURE 2.5 N/A Limitations of the generalizability beyond the conditions under whichthe | Functional | intersectswith |  Technologies Model | AAT-10.9 |Autonomous Technologies (AAT) model. 8
as developed are Validation
The Al system is evaluated regularly for safety risks - as identified in the exist to the Artificial (Al) and
MAP function. The Al system to be deployed is demonstrated to be safe, its Autonomous Technologies (AAT) to be deployed are safe, residual risk
MEASURE 2.6 WA residual negative risk does not exceed the risk tolerance, and it can fail Functional | intersects with AITEWV Safety AAT-10.4 | d08S not exceed the organization's risk tolerance and can fail safely, s
safely, particularly if made to operate beyond its knowledge limits. Safety Demonstration particularly if made to operate beyond its knowledge limits.
metrics reflect system reliability and robustness, real-time monitoring, and
resnonse times for Al svstem failures.
The Al system is evaluated regularly for safety risks - as identified in the Mechanisms exist to conduct regular assessments of Artificial
MAP function. The Al system to be deployed is demonstrated to be safe, its Al & Autonomous (Al) and ies (AAT) with i
MEASURE 2.6 o residual negative risk does not exceed the risk tolerance, and it can fail Functional | intersectswith| Technologies Ongoing | AAT-11.2 | 253ess0rsand not involved in the of the s
safely, particularly if made to operate beyond its knowledge limits. Safety nssesments
metrics reflect system reliability and robustness, real-time monitoring, and
response times for Al svstem failures.
The Al system is evaluated regularly for safety risks - as identified in the exist to and monitor deployed
MAP function. The Al system to be deployed is demonstrated to be safe, its Artificial (Al) and (AAT).
MEASURE 2.6 o residual negative risk does not exceed the risk tolerance, and it can fail Functional | intersects with | A1 TEVV Post-Deployment| s
safely, particularly if made to operate beyond its knowledge limits. Safety Monitoring
metrics reflect system reliability and robustness, real-time monitoring, and
resnonse times for Al svste failures.
Al system security and identified in the MAP —are ATEW Security & Mechanisms exist to evaluate the security and resilience of Artificial
MEASURE 2.7 N/A evaluated and documented. Functional equal . AAT-10.5 (Al) and (AAT) to be deployed. 10
Resiliency Assessment
MEASURE 2.7 WA Al system security and resil identified in the MAP —are Functional | intersects with | ACievingResitience | [Mechanisms exist to achieve resilience requirements in normal and R
ev: and adverse situations.
Risks. with and as identified in AITEW Transparency & Mechanisms exist to examine risks associated with transparency and
MEASURE 2.8 N/A the MAP function - are examined and documented. Functional equal Accountability AAT-10.6 of Artificial (Al) and 10
(AAT) to be deploved.
The Al model is explained, validated, and documented, and Al system Al & Autonomous Mechanisms exist to validate the Artificial Intelligence (Al) and
MEASURE 2.9 N/A outputis interpreted within its context - as identified in the MAP function~ |  Functional equal Technologies Model | AAT-10.9 |Autonomous Technologies (AAT) model. 10
toinform ible use and Validation
Privacy risk of the Al system - as identified in the MAP function - is ATEW Privacy Mechanisms exist to examine the data privacy risk of Artificial
MEASURE 2.10 N/A examined and documented. Functional equal AAT-10.7 (Al and (AAT) to be deployed. 10
Assessment
Privacy risk of the Al system - as identified in the MAP function - is Mechanisms exist to conduct a Data Protection Impact Assessment
MEASURE 210 o examined and documented. Functional | intersects with | D2@ ProtectionImpact | . | (DPIA) on systems, applications and services that store, process s
Assessment (DPIA) and/or transmit Personal Data (PD) to identify and remediate
d risks.
Fairness and bias - as identified in the MAP function - are evaluated and AL TEVY Faitmess & Bias Mechanisms exist to examine faimess and bias of Artificial Intelligence
MEASURE 2.11 N/A results are documented. Functional equal Assesomont AAT-10.8 | (Al) and Autonomous Technologies (AAT) to be deployed. 10
Environmental impact and sustainability of Al model training and Al & Autonomous Mechanisms exist to assess and document the environmental impacts
MEASURE 212 o management activities - as identified in the MAP function - are assessed Functional cqual Technologies 172 |29 of Artificial (Al) and 10
and documented. Environmental Impact & Technologies (AAT).
Effectiveness of the employed TEVV metrics and processes in the Mechanisms exist to evaluate the results of Artificial Intelligence Test,
MEASURE 213 o MEASURE function are evaluated and documented. Functional | intersects with AITEWV Results AAT-1040 |EValuation, Validation & Verification (Al TEW) to determine the viability s
Evaluation of the proposed Artificial Intelligence (Al) and Autonomous
(AAT).
Effectiveness of the employed TEVV metrics and processes in the Mechanisms exist to evaluate the effectiveness of the processes
MEASURE 2.13 N/A MEASURE function are evaluated and documented. Functional equal AITEWV Effectiveness | AAT-10.11 |utilized to perform Artificial Intelligence Test, Evaluation, Validation & 10
Verification (Al TEV).
Mechanisms for tracking identified Al risks over time are in place. Measuring Al & Mechanisms exist to regularly assess the effectiveness of existing
MEASURE 2.0 o Functional | intersects with Autonomous AAT-16.2 | CONrOls, including reports of errors and potential impacts on affected 3
Technologies communities.
Eff
Mechanisms for tracking identified Al risks over time are in place. Mechanisms exist to generate a Plan of Action and Milestones
Plan of Action & (POA&M), or similar risk register, to document planned remedial
MEASURE 3.0 N/A Functional | intersects with IA0-05  |actions to correct weaknesses or deficiencies noted during the 5
Milestones (POA&M)
assessment of the security controls and to reduce or eliminate known
MEASURE 3.0 WA Mechanisms for tracking identified Al risks over time are in place. Functional cqual Risk Register RSKk.04,1 | Mechanisms exist to maintain a risk register that facilitates monitoring 10
and reporting of risks.
personnel, and are in place to regularly Al & Autonomous Mechanisms exist to proactively prevent harm by regularly identifying
MEASURE 3.1 o identify and track existing, unanticipated, and emergent Al isks basedon | ¢ o cqual Tachnologios Harm paT.17  |2Nd tracking existing, unanticipated and emergent Arifcial Intelligence 10
factors such as intended and actual performance in deployed contexts. Prevention (A1) and Autonomous Technologies (AAT)-related risks.
personnel, and are in place to regularly exist to conduct speci for:
identify and track existing, unanticipated, and emergent Al risks based on (1) Statutory, regulatory and contractual compliance obligations;
factors such as intended and actual performance in deployed contexts. (2) Monitoring capabilities;
(3) Mobile devices;
(4) Databases;
MEASURE 3.1 N/A Functional | intersects with | Specialized Assessments | 1A0-02.2 | (9 Application secur 3
(6) Embedded technologies (e.g., IoT, OT, etc.);
(7) Vulnerability management;
(8) Malicious code;
(9) Insider threats;
(10) Performance/load testing; and/or
(11) Artificial and (AAT).
personnel, and are in place to regularly Mechanisms exist to generate a Plan of Action and Milestones
identify and track existing, unanticipated, and emergent Al risks based on Plan of Action & (POA&M), or similar risk register, to document planned remedial
MEASURE 3.1 N/A factors such as intended and actual performance in deployed contexts. Functional | intersects with 1A0-05  |actions to correct weaknesses or deficiencies noted during the 5
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personnel, and are in place to regularly Mechanisms exist to maintain a risk register that facilitates monitoring
MEASURE 3.1 WA identify and track existing, unanticipated, and emergent Al isks basedon | [ f L ik Register RSK.0a1 |and eporting of risks. s
factors such as intended and actual performance in deployed contexts.
ifi
Risk tracking approaches are considered for settings where Al risks are Al &Autonomous. :"echha':'sms ":‘:;"’ ‘l'a:kdm'km'al ‘z'z‘l'gi":e (Al and A”‘°"°m°:ls
MEASURE 3.2 N/A difficult to assess using currently available measurement techniques or Functional equal Technologies Risk AaT-1g | Technologies (AAT)-related risks are difficult to assess using currently 10
. : available measurement techniques o where metrics are not yet
where metrics are not yet available. Tracking Approaches
available.
exist to conduct for:
(1) Statutory, regulatory and contractual compliance obligations;
(2) Monitoring capabilities;
(3) Mobile devices;
Risk tracking approaches are considered for settings where Al risks are ‘g’ 2“?}’3?5; -
MEASURE 3.2 N/A difficult to assess using currently available measurement techniques or Functional | intersects with | Specialized Assessments | 1A0-02.2 | () APPlication security; 3
(6) Embedded technologies (e.g., IoT, OT, etc.);
where metrics are not yet available. !
(7) Vulnerability management;
(8) Malicious code;
(9) Insider threats;
(10) Performance/load testing; and/or
(11) Artificial and ies (AAT).
Mechanisms exist to generate a Plan of Action and Milestones
Risk tracking approaches are considered for settings where Al risks are plan of Action & (POASM), o similar risk register, to document planned remedial
MEASURE 3.2 N/A difficult to assess using currently available measurement techniques or Functional | intersects with | 400 00 o) IAO-05 [actions to correct weaknesses or deficiencies noted during the 5
Where metrics are not yet available. assessment of the security controls and to reduce or eliminate known
Risk tracking approaches are considered for settings where Al risks are Mechanisms exist to maintain a risk register that facilitates monitoring
MEASURE 3.2 N/A difficult to assess using currently available measurement techniques or Functional | intersects with Risk Register RSK-04.1 |and reporting of risks. 5
where metrics are not vet available.
Feedback processes for end users and impacted communities to report A & Autonomous Mechanisms exist to collect and integrate feedback from end users and
MEASURE 3.3 WA problems and appeal system outcomes are established and integrated Functionat cqual Toshnologies End User | aT113 |mPacted ities into Artificial Intelligence (Al) and 10
into Al system evaluation metrics. Technologies (AAT)-related system evaluation metrics.
Feedback
Feedback about efficacy of measurement s gathered and assessed. Mechanisms exist to develop, report and monitor cybersecurity & data
MEASURE 4.0 N/A ut efficacy ur s gather Functional | intersects with |Measures of Performance| GOV-05 | oo oms e velop, rep torey! uny 8
brivacy program measures of
Feedback about efficacy of measurement s gathered and assessed. Efficacy of Al & Mechanisms exist to gather and assess feedback about the efficacy of
Aut 1) -1
MEASURE 4.0 N/A Functional equal utonomous AaT-16.4 | Artificial (A and (AAT)-related 10
Technologies measurements.
Measurement approaches for identifying Al risks are connected to Mechanisms exist to develop, report and monitor Key Performance
Key Perf 1 P
MEASURE 4.1 WA deployment context(s) and informed through consultation with domain Functional | intersects with ey Performance ov.0.1 | !neicators (KP1s) to assist org ement i per .
experts and other end users. Approaches are documented. Indicators (KPls) monitoring and trend analysis of the cybersecurity & data privacy
orogram.
Measurement approaches for identifying Al risks are connected to Mechanisms exist to develop, report and monitor Key Risk Indicators
MEASURE 4.1 WA deployment context(s) and informed through consultation with domain Functional | ntersects with | Key Risk Indicators (Rls)| GOv-os.2 | (FIS) o assist serior management in performance monitoring and s
experts and other end users. Approaches are documented. trend analysis of the cybersecurity & data privacy program.
Measurement approaches for identifying Al risks are connected to A& Autonomous Mechanisms exist to measure Artificial Intelligence (Al) and
Technologi -
MEASURE 4.1 WA deployment context(s) and informed through consultation with domain Functional aqual echnologies AAT16.1 | Autonomous Technologes (AAT)-related rsks to deployment context(s) 0
experts and other end users. Approaches are documented. Measurement through review and consultation with industry experts, domain
and end users.
Measurement results regarding Al system trustworthiness in deployment Mechanisms exist to utilize input from domain experts and relevant
context(s) and across the Al lifecycle are informed by input from domain Al & Autonomous stakeholders to validate whether the Artificial Intelligence (Al) and
MEASURE 4.2 N/A experts and relevant Al actors to validate whether the system is performing | - Functional equal Technologies Domain | AAT-16.5 ies (AAT) perform consi as intended. 10
consistently as intended. Results are documented. Expert Reviews
Measurable performance improvements or declines based on Mechanisms exist to develop, report and monitor cybersecurity & data
MEASURE 4.3 WA consultations with relevant Al actors, including affected communities,and | ol tormance| Govios |Pvacy Program measures of performance. .
field data about context relevant risks and trustworthiness characteristics
are identified and
Measurable performance improvements or declines based on Mechanisms exist to develop, report and monitor Key Performance
MEASURE 4.3 WA consultations with relevant Al actors, including affected communities,and | o || Key Performance Gov-0s.4 | Indicators (KPIs)to assist organ in s
field data about context relevant risks and trustworthiness characteristics Indicators (KPIs) monitoring and trend analysis of the cybersecurity & data privacy
are identified and brogram.
Measurable performance improvements or declines based on Mechanisms exist to develop, report and monitor Key Risk Indicators.
MEASURE 4.3 WA consultations withrelevant Al actors, including affected communities, and | ol e (Rl | GOv-0s,2 | KRIS)to assist senior management n performance monitoring and s
field data about context relevant risks and trustworthiness characteristics trend analysis of the cybersecurity & data privacy program.
are identified and
Measurable performance improvements or declines based on A & Astonomous Mechanisms exist to evaluate performance improvements or declines
MEASURE 4.3 WA consultations with relevant Al actors, including affeoted communities,and oo cqual Technatogion AAT16.6 | With domain experts and relevant stakeholders to define context- 10
field data about context relevant risks and trustworthiness characteristics relevant risks and trustworthiness issues.
i data s Performance Changes
are identified and
Alrisks based on assessments and other analytical output from the MAP Al & Autonomous Mechanisms exist to prioritize, respond to and remediate Artificial
MANAGE 1.0 N/A and MEASURE functions are prioritized, responded to, and managed. Functional equal Technologies Risk AAT-18.1 (A and jes (AAT)-related risks 10
Response basedon and other analytical output.
Alrisks based on assessments and other analytical output from the MAP sk Management Mechanisms exist to facilitate the implementation of strategic,
MANAGE 1.0 N/A and MEASURE functions are prioritized, responded to, and managed. Functional |  subset of P’Ogr:m RSK-01 | operational and tactical risk management controls. 10
Alrisks based on assessments and other analytical output from the MAP Mechanisms exist to identify and document risks, both internal and
MANAGE 1.0 N/A and MEASURE functions are prioritized, responded to, and managed. Functional | intersectswith | Risk Identification RSK-03  |external. 8
Alrisks based on assessments and other analytical output from the MAP Mechanisms exist to conduct recurring assessments of risk that
MANAGE 1.0 WA and MEASURE functions are prioritized, responded to, and managed. Functional | intersectewith | Risk Assessment RSkoa |Includes the likelihood and magnitude of harm, from unauthorized .
access, use, discl disruption, or of the
svstems and data.
Adetermination is made s to whether the Al system achieves its intended Mechanisms exist to evaluate the results of Artificial Intelligence Test,
MANAGE 1.1 WA purposes and stated objectives and whether its development or Functional | intersectswitn| A TEVV Results AAT-10.10 | Evaluation, Validation & Verification (Al TEVV) to determine the viability s
deployment should proceed. Evaluation of the proposed Artificial Intelligence (Al) and Autonomous
(AT
Adetermination is made s to whether the Al system achieves its intended A & Autonomous Mechanisms exist to define the criteria as to whether Artificial
d stated objecti d whether its devel t (A1) and (AAT) achieved
MANAGE 1.1 N/A purposes and stated objectives and whether its development or Functional equal Technologies Viability | AAT-15 (AD an: (AAT) achieve: 10
deployment should proceed. omons intended purposes and stated objectives to determine whether its
or should proceed.
Adetermination is made as to whether the Al system achieves its intended A & Autonomous Mechanisms exist to identify and document negative, residual risks.
MANAGE 1.1 A purposes and stated objectives and whether its development or Functional | intersocts with | Technologios Nogative | AAT-15.1 |(4€fined as the sum of all unmitigated isks) to both downsfream .
deployment should proceed. acquirers and end users of Artificial Intelligence (Al) and Autonomous
Residual Risks
(AAT).
Adetermination is made as to whether the Al system achieves its intended Responsibility To Mechanisms exist to define the criteria and responsible party(ies) for
purposes and stated objectives and whether its development or Supersede, Deactivate ing, di or rtificial (AN and
MANAGE 1.1 N/A deployment should proceed. Functional | intersects with | and/or Disengage Al& | AAT-15.2 (AAT) that or 3
Autonomous outcomes inconsistent with intended use.
‘A determination is made as to whether the Al system achieves its intended formation Assurance Mechanisms exist to facilitate the implementation of cybersecurity &
MANAGE 1.1 N/A purposes and stated objectives and whether its development or Functional |  subset of 1% Onerations 1A0-01 | data privacy assessment and authorization controls. 10
should proceed. P
‘A determination is made as to whether the Al system achieves its intended Mechanisms exist to generate a Plan of Action and Milestones
purposes and stated objectives and whether its development or Plan of Action & (POA&M), or similar risk register, to document planned remedial
MANAGE 1.1 N/A deployment should proceed. Functional | intersects with | 407 00 e IAO-05 [actions to correct weaknesses or deficiencies noted during the 3
assessment of the security controls and to reduce or eliminate known
Adetermination is made as to whether the Al system achieves its intended Mechanisms exist to ensure systems, projects and services are
MANAGE 1.1 N/A purposes and stated objectives and whether its development or Functional | intersects with | Security Authorization |  1A0-07 |officially authorized prior to "go live” in a production environment. 8
should proceed.
Treatment of documented Al risks is prioritized based on impact, A & Autonomous Mechanisms exist to identify and document negative, residual risks.
MANAGE 1.2 WA likelihood, and available resources or methods. Functional | intersocts with | Technologios Nogative | AAT-15.1 |(3€fined as the sum of all unmitigated isks) to both downsfream s
acquirers and end users of Artificial Intelligence (Al) and Autonomous
Residual Risks
(AT
Treatment of documented Al risks is prioritized based on impact, Responsibility To Mechanisms exist to define the criteria and responsible party(ies) for
likelihood, and available resources or methods. Supersede, Deactivate ing, di or rtificial (AN and
MANAGE 1.2 N/A Functional | intersects with | and/or Disengage Al& | AAT-15.2 (AAT) that or 5
Autonomous outcomes inconsistent with intended use.
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Treatment of documented Al isks is prioritized based on impact, Mechanisms exist to generate a Plan of Action and Milestones
likelihood, and available resources or methods. plan of Action & (POABM), o similar risk register, to document planned remedial
MANAGE 1.2 N/A Functional | intersects with 1A0-05  [actions to correct weaknesses or deficiencies noted during the 8
Milestones (POAGM) ine
assessment of the security controls and to reduce or eliminate known
ANAGE 12 A Treatment of documented Al risks is prioritized based on impact, runctional | mtersscts with impact-Level nSKon.1_|Mechanisms existto prioritizs the impact level for systems, s
| likelihood. and available resources or methods. and/or services to prevent potential
Treatment of documented Al risks is prioritized based on impact, Mechanisms exist to identify and assign a risk ranking to newly
MANAGE 1.2 N/A likelihood, and available resources or methods. Functional | intersects with Risk Ranking RSK-05 | discovered security vulnerabilities that is based on industry-recognized 3
practices.
MANAGE 1.2 WA Treatment of documented Alisks is prioritized based on impact, runctional | mtersecte with | Risk Remediation Skos | Mechanisms exist to remediate risks to an acceptable level. 5
likelihood. and available resources or methods.
Responses to the Al risks deemed high priority, as identified by the MAP. Mechanisms exist to generate a Plan of Action and Milestones
function, are developed, planned, and documented. Risk response options Plan of Action & (POASM), o similar risk register, to document planned remedial
MANAGE 1.3 N/A caninclude mitigating, transferring, avoiding, or accepting. Functional | intersects with | . 407 00 e IAO-05 [actions to correct weaknesses or deficiencies noted during the 3
assessment of the security controls and to reduce or eliminate known
Responses to the Al risks deemed high priority, as identified by the MAP. Mechanisms exist to respond to findings from cybersecurity & data
MANAGE 1.3 A function, are developed, planned, and dooumented. Risk responss options | cqual Risk Response RSK.06.1|Privacy assessments, incidents and audits to ensure proper 10
caninclude mitigating, transferring, avoiding, or accepting. remediation has been performed.
A & Autonomous Mechanisms exist to identify and document negative, residual risks.
MANAGE 1.4 A Negative residual risks (defined as the sum of all unmitigated isks) toboth | [ cqual Tochnologios Nogative | AAT-15.1 |(46fined as the sum of all inmitigated isks) to both downsiream 0
downstream acquirers of Al systems and end users are documented. Ao acquirers and end users of Artificial Intelligence (Al) and Autonomous
(AAT).
Mechanisms exist to generate a Plan of Action and Milestones
Negative residual risks (defined as the sum of all unmitigated risks) to both i Plan of Action & (POASM), or similar risk register, to document planned remedial
MANAGE 1.4 N/A ’ Functional | intersects with 1A0-05  |actions to correct weaknesses or deficiencies noted during the 8
downstream acquirers of Al systems and end users are documented. Milestones (POAGM) ine
assessment of the security controls and to reduce or eliminate known
) ) ) ) ) Mechanisms exist to maintain a risk register that facilitates monitoring
MANAGE 1.4 N/A Negative residual risks (defined as the sum of all unmitigatedrisks) to both | ¢\ gt | intersects with Risk Register RSK-04.1 |and reporting of risks. 8
downstream acquirers of Al systems and end users are documented.
Strategies to maximize Al benefits and minimize negative impacts are N & Atomomous Mechanisms exist to continuously improve Artificial Intelligence (Al)
MANAGE 2.0 o planned, prepared, implemented, documented, and informed by input Functional squal | Technologies Gontinuous|  AaT07.3 |°" " (AAT) ities to maximize benefits 0
from relevant Al actors. and minimize negative impacts associated with AAT.
Improvements
Strategies to maximize Al benefits and minimize negative impacts are Mechanisms exist to facilitate the implementation of tailored
| Technology Development
MANAGE 2.0 N/A planned, prepared, implemented, documented, and informed by input Functional | intersects with & Acauisition TDA-01 | development and acquisition strategies, contract tools and 3
from relevant Al actors. methods to meet uniaue business needs.
to maximize Al benefits and minimize negative impacts are Mechanisms exist to design and implement product management
planned, prepared, implemented, documented, and informed by input processes to proactively govern the design, development and
from relevant Al actors. production of products and/or services across the System
Development Life Cycle (SDLC) to:
MANAGE 2.0 N/A Functional | intersects with | Product Management | TDA-01.1 (1) Improve functionality; 8
(2) Enhance security and resiliency capabilities;
(3) Correct security deficiencies; and
(4) Conform with applicable statutory, regulatory and/or contractual
Resources required to manage Al risks are taken into account - along with Cybersecurity & Data Mechanisms exist to facilitate the implementation of cybersecurity &
MANAGE 2.1 N/A viable non-Al alternative systems, approaches, or methods - to reduce the |  Functional | intersectswith | Privacy Portfolio PRM-01 |data privacy-related resource planning controls that define a viable 8
magnitude or likelihood of potential impacts. plan for achieving &data privacy obiect
Resources required to manage Al risks are taken into account - along with Gyberseourity & Data Mechanisms exist to address all capital planning and investment
MANAGE 2.1 WA viable non-Al alternative systems, approaches, or methods o reduce the | L cqual orvacy Resource pRM.ga | reauests, including the resources needed to implement the 10
magnitude or likelihood of potential impacts. Managemant cybersecurity & data privacy programs and document all exceptions to
this
Resources required to manage Al risks are taken into account - along with Mechanisms exist to identify and allocate resources for management,
MANAGE 2.1 N/A viable non-Al alternative systems, approaches, or methods - to reduce the |  Functional | intersects with | Allocation of Resources | PRM-03  |operational, technical and data privacy requirements within business 8
magnitude or likelihood of potential impacts. brocess planning for projects / initiatives.
Resources required to manage Al risks are taken into account - along with Risk Managoment exist to reduce the or likelihood of potential
MANAGE 2.1 N/A Viable non-Al alternative systems, approaches, or methods - to reduce the |  Functional | intersects with Rosounaing RSK-01.2 |impacts by resourcing the capability required to manage technology- 8
magnitude or likelihood of potential impacts. related risks.
Resources required to manage Al risks are taken into account - along with Compensating Mechanisms exist to identify and implement compensating
MANAGE 2.1 N/A viable non-Al alternative systems, approaches, or methods ~toreduce the | Functional | intersectswith [ ~OTPeTSE RSK-06.2 | countermeasures to reduce risk and exposure to threats. 8
magnitude or likelihood of potential impacts.
Mechanisms are in place and applied to sustain the value of deployed Al Al & Autonomous Mechanisms exist to sustain the value of deployed Artificial Intelligence
MANAGE 2.2 N/A systems. Functional equal Technologies Value | AAT-01.3 |(Al) and Autonomous Technologies (AAT). 10
Mechanisms are in place and applied to sustain the value of deployed Al Cybersecurity & Data Mechanisms exist to facilitate the implementation of cybersecurity &
MANAGE 2.2 N/A systems. Functional | intersectswith | Privacy Portfolio PRM-01 |data privacy-related resource planning controls that define a viable 8
plan for achieving &data privacy obiect
Mechanisms are in place and applied to sustain the value of deployed Al Secure Development Life Mechanisms exist to ensure changes to systems within the Secure
MANAGE 2.2 N/A systems. Functional | intersects with Cycle (SDLC) PRM-07  |Development Life Cycle (SDLC) are controlled through formal change 5
control
Mechanisms are in place and applied to sustain the value of deployed Al exist to design and product
systems. processes to proactively govern the design, development and
production of products and/or services across the System
Development Life Cycle (SDLC) to:
MANAGE 2.2 N/A Functional | intersects with | Product Management | TDA-01.1 (1) Improve functionality; 5
(2) Enhance security and resiliency capabilities;
(3) Correct security deficiencies; and
(4) Conform with applicable statutory, regulatory and/or contractual
Procedures are followed to respond to and recover from a previously Previously Unknown Al & Mechanisms exist to respond to and recover from a previously
MANAGE 2.3 WA unknown risk when itis identified. Functionat squal Autonomous AaTA73 |umknown Atifcial n (A1) and (AT 10
Technologies Threats & related risk when it is identified.
Risks
Procedures are followed to respond to and recover from a previously ncident Rosponss Mechanisms exist to implement and govern processes and
MANAGE 2.3 N/A unknown risk when it is identified. Functional | intersects with Operations IRO-01 tofacilitate an ide response capability 3
for ity & data privacy-related incidents.
Procedures are followed to respond to and recover from a previously Mechanisms exist to cover:
unknown risk when it is identified. (1) Preparation;
(2) Automated event detection or manual incident report intake;
MANAGE 2.3 N/A Functional | intersectswith | Incident Handling IRO-02 | (3) Analysis; 3
(4) Containment;
(5) Eradication; and
(6) Recoverv.
ANAGE 2. A Procedures are followed to respond to and recover from a previously runctional | mterssctewith | Risk 1dentifioation SK.0g | Mechanisms exist o identify and document risks, both internal and .
unknown risk when it is identified. external.
Procedures are followed to respond to and recover from a previously Mechanisms exist to respond to findings from cybersecurity & data
MANAGE 2.3 N/A unknown risk when itis identified. Functional | intersects with Risk Response RSK-06.1 | privacy assessments, incidents and audits to ensure proper 8
has been performed
Mechanisms are in place and applied, and responsibilities are assigned exist to enforce an structure so that
MANAGE 2.4 WA and understood, to supersede, disengage, or deactivate Al systems that Functional | ntersects with Stakeholder Gov-0an teams and indi are ible and .
or outcomes with intended use. Accountability Structure trained for mapping, measuring and managing data and technology-
related risks.
Mechanisms are in place and applied, and responsibilities are assigned Responsibility To Mechanisms exist to define the criteria and responsible party(ies) for
and understood, to supersede, disengage, or deactivate Al systems that Supersede, Deactivate ing, di or rtificial (AN and
MANAGE 2.4 N/A o outcomes with intended use. Functional equal and/or Disengage Al & | AAT-15.2 (AAT) that or 10
Autonomous outcomes inconsistent with intended use.
Mechanisms are in place and applied, and responsibilities are assigned Mechanisms exist to implement and govern processes and
MANAGE 2.4 WA and understood, to supersede, disengage, or deactivate Al systems that Functional | intersectswith | !Mident Response RO.01 tofacilitate an ide response capability s
or outcomes i ith intended use. Operations for cybersecurity & data privacy-related incidents.
Mechanisms are in place and applied, and responsibilities are assigned Mechanisms exist to cover:
and understood, to supersede, disengage, or deactivate Al systems that (1) Preparation;
or outcomes inconsi intended use. (2) Automated event detection or manual incident report intake;
MANAGE 2.4 N/A Functional | intersectswith | Incident Handling IRO-02 | (3) Analysis; 5
(4) Containment;
(5) Eradication; and
(6) Recoverv.
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Mechanisms are in place and applied, and responsibilities are assigned Mechanisms exist to respond to findings from cybersecurity & data
MANAGE 2.4 WA and understood, to supersede, disengage, or deactivate Al systems that Functional | ntersects with Risk Response RSK.06.1|Privacy assessments, incidents and audits to ensure proper .
or outcomes with intended use. remediation has been performed.
Al risks and benefits from third-party entities are managed. Mechanisms exist to develop a plan for Supply Chain Risk Management
Supply Chain Risk (SCRM) associated with the isiti i
MANAGE 3.0 N/A Functional | intersects with | Management (SCRM) | RSK-09 [and disposal of systems, system components and services, including 8
Plan documenting selected mitigating actions and monitoring performance
against those plans.
Al tisks and benefits from third-party entities are managed. A & Atonomous Mechanisms exist to address Artificial Intelligence (Al) and
MANAGE 3.0 WA Functional aqual Technologios Suply | RSk.os2 |Autonomous Technologies (AAT)related risks and benefits arising from 0
the organization's supply chain, including third-party software and
Chain Impacts
data.
ANAGE 3.0 A ‘Al tisks and benefits from third-party entities are managed. Functional | subsstof | Third Party Managament | Temo1 |eenansmS e:;:((:l;acimale the implementation of third-party o
Al risks and benefits from third-party entities are managed. Reviow of Third-Party Mechanisms exist to monitor, regularly review and assess External
MANAGE 3.0 N/A Functional | intersects with orvions TPM-08  |Service Providers (ESPs) for compliance with established contractual 5
for &data privacy controls.
Al risks and benefits from third-party resources are regularly monitored, Mechanisms exist to generate a Plan of Action and Milestones
and isk controls are applied and documented. plan of Action & (POA8M), o similar risk register, to document planned remedial
MANAGE 3.1 N/A Functional | intersects with 1AO-05  [actions to correct weaknesses or deficiencies noted during the 8
Milestones (POAGM) ine
assessment of the security controls and to reduce or eliminate known
ANAGE 3.1 A Al risks and benefits from third-party resources are regularly monitored, runctional | terssctewitn| _ SuPPY Chain Risk nSK09.1 | Mechanisms existto periodically assess supply chain risks associated .
and risk controls are applied and with systems, system and services.
Al risks and benefits from third-party resources are regularly monitored, A & Autonomous Mechanisms exist to address Artificial Intelligence (Al) and
MANAGE 3.1 A and isk controls are applied and documented. Functional | intersects with | Technologies Supply | Rskos.2 | Autonomous Technologios (AAT)-related risks and bencfits aising from s
Chain Impacte the organization's supply chain, including third-party software and
data.
Al risks and benefits from third-party resources are regularly monitored, Third-Party Risk Mechanisms exist to conduct a risk assessment prior to the acquisition
MANAGE 3.1 N/A and risk controls are applied and documented. Functional | intersectswith | Assessments & TPM-04.1 |or outsourcing of technology-related services. 8
Approvals
Al risks and benefits from third-party resources are regularly monitored, Reviow of Third-Party Mechanisms exist to monitor, regularly review and assess External
MANAGE 3.1 N/A and isk controls are applied and documented. Functional | intersects with orvions TPM-08  |Service Providers (ESPs) for compliance with established contractual 5
for &data privacy controls.
Pre-trained models which are used for development are monitored as part pro-Traned Al & Mechanisms exist to validate the information source(s) and quality of
MANAGE 3.2 WA of Al system regular monitoring and maintenance. Functionat cqual etomomos AAT16., |Pre-trained models used i Arificial Intelligence (Al) and Autonomous 10
Technologies Models hno (AAT) training, and lated
activities.
Risk treatments, including response and recovery, and communication Incident Response Plan Mechanisms exist to maintain and make available a current and viable
MANAGE 4.0 N/A plans for the identified and measured Al risks are documented and Functional | intersects with s IRO-04 | Incident Response Plan (IRP) to all stakeholders. 5
monitored regularly
Risk treatments, including response and recovery, and communication Mechanisms exist to generate System Security & Privacy Plans (SSPPs),
plans for the identified and measured Al risks are documented and or similar document repositories, to identify and maintain key
MANAGE 4.0 WA monitored regularly Functional | intersectsith | SY5tem Security & 1AC.03 _|arehitectural information on each critical system, application or s
Privacy Plan (SSPP) service, as well as influence inputs, entities, systems, applications and
processes, providing a historical record of the data and its origins.
Risk treatments, inoluding response and recovery, and communication Mechanisms exist to generate a Plan of Action and Milestones
plans for the identified and measured Al risks are documented and Plan of Action & (POA&M), or similar risk register, to document planned remedial
MANAGE 4.0 N/A monitored regularly Functional | intersects with | 400 00 o) IAO-05 [actions to correct weaknesses or deficiencies noted during the 5
assessment of the security controls and to reduce or eliminate known
Risk treatments, including response and recovery, and communication Mechanisms exist to remediate risks to an acceptable level.
MANAGE 4.0 N/A plans for the identified and measured Al risks are documented and Functional | intersects with | Risk Remediation RSK-06 8
monitored regularly
Risk treatments, including response and recovery, and communication Mechanisms exist to respond to findings from cybersecurity & data
MANAGE 4.0 N/A plans for the identified and measured Al risks are documented and Functional | intersects with Risk Response RSK-06.1 | privacy assessments, incidents and audits to ensure proper 5
monitored regularly has been performed
P Al'system plans are including existto and monitor deployed
MANAGE 4.1 WA mechanisms for capturing and evaluating input from users and other Functional | ntersects witn | A1 TEVV Post-D AAT-10.13 |Atifiial (A and (AAT). .
relevant Al actors, appeal and override, decommissioning, incident Monitoring
response. recover. and change
Al'system plans are including ‘A& Autonomous Mechanisms exist to regularly collect, consider, prioritize and integrate
MANAGE 4.1 WA mechanisms for capturing and evaluating input from users and other Functional | ntersects with Technologies AaT1. |fiskcrelated feedback from those external to the team that developed o .
relevant Al actors, appeal and override, decommissioning, incident Stakeholder Feedback deployed Artificial (AN and
response. recovery. and change (AAT).
P Al'system plans are including Mechanisms exist to conduct regular assessments of Artificial
! pla Al & Autonomous ; it
MANAGE 4.1 WA mechanisms for capturing and evaluating input from users and other Functional. | intersects with | Technologies Ongomg | AAT-11.2 (A and (AAT) with .
relevant Al actors, appeal and override, decommissioning, incident Pl assessors and not involved in the of the
response. recover. and change
Al'system plans are including A & Autonomous Mechanisms exist to collect and integrate feedback from end users and
MANAGE 4.1 WA mechanisms for capturing and evaluating input from users and other Functional | intersects with | Technologies End User | AT-113 |mPacted into Artificial () and .
relevant Al actors, appeal and override, decommissioning, incident Fomoach Technologies (AAT)-related system evaluation metrics.
response. recovery. and change
Measurable activities for continual improvements are integrated into Al Updating Al & Mechanisms exist to integrate continual improvements for deployed
MANAGE 4.2 N/A system updates and include regular engagement with interested parties, | Functional equal Autonomous AAT-10.14 | Artificial (A and s (AAT). 10
including relevant Al actors.
Incidents and errors are communicated to relevant Al actors, including Al & Autonomous existto Artificial (Al) and
MANAGE 4.3 N/A affected communities. Processes for tracking, responding to, and Functional equal Technologies Incident & | AAT-11.4 | Autonomous Technologies (AAT)-related incidents and/or errors to 10
recovering from incidents and errors are followed and Error Reporting relevant including affected
Incidents and errors are communicated to relevant Al actors, including exist to timely-report incidents to
MANAGE 4.3 A affected communities. Processes for tracking, responding to, and Functional | intersects witn | I"eidentStakeholder || (1) Internal stakeholders; .
recovering from incidents and errors are followed and documented. Reporting (2) Affected clients & third-parties; and
(3) Regulatory it
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